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Abstract

This thesis explores the social acceptability of multimodal interaction in public places with
respect to acceptance, adoption and appropriation. Previous work in multimodal interaction
has mainly focused on recognition and detection issues without thoroughly considering the
willingness of users to adopt these kinds of interactions in their everyday lives. This thesis
presents a novel approach to user experience that is theoretically motivated by phenomenol-
ogy, practiced with mixed-methods, and analysed based on dramaturgical metaphors.

In order to explore the acceptance of multimodal interfaces, this thesis presents three studies
that look at users’ initial reactions to multimodal interaction techniques: a survey study focus-
ing on gestures, an on-the-street user study, and a follow-up survey study looking at gesture
and voice-based interaction. The investigation of multimodal interaction adoption is explored
through two studies: an in situ user study of a performative interface and a focus group study
using experience prototypes. This thesis explores the appropriation of multimodal interaction by
demonstrating the complete design process of a multimodal interface using the performative
approach to user experience presented in this thesis.

Chapter 3 looks at users’ initial reactions to and acceptance of multimodal interactions. The
results of the first survey explored location and audience as factors the influence how individ-
uals behave in public places. Participants in the on-the-street study described the desirable
visual aspects of the gestures as playful, cool, or embarrassing aspects of interaction and how
gestures could be hidden as everyday actions. These results begin to explain why users ac-
cepted or rejected the gestures from the first survey. The second survey demonstrated that
the presence of familiar spectators made interaction significantly more acceptable. This re-
sult indicates that performative interaction could be made more acceptable by interfaces that
support collaborative or social interaction.

Chapter 4 explores how users place interactions into a usability context for use in real world
settings. In the first user study, participants took advantage of the wide variety of possible
performances, and created a wide variety of input, from highly performative to hidden actions,
based on location. The ability of this interface to support flexible interactions allowed users to
demonstrate the the purposed of their actions differently based on the immediately co-located
spectators. Participants in the focus group study discussed how they would go about placing
multimodal interactions into real world contexts, using three approaches: relationship to the
device, personal meaning, and relationship to functionality. These results demonstrate how
users view interaction within a usability context and how that might affect social acceptability.

Chapter 5 examines appropriation of multimodal interaction through the completion of an
entire design process. The results of an initial survey were used as a baseline of comparison
from which to design the following focus group study. Participants in the focus groups had
similar motives for accepting multimodal interactions, although the ways in which these were
expressed resulted in very different preferences. The desire to use technology in a comfortable
and satisfying way meant different things in these different settings. During the ‘in the wild’
user study, participants adapted performance in order to make interaction acceptable in differ-
ent contexts. In some cases, performance was hidden in public places or shared with familiar
spectators in order to successfully incorporate interaction into public places.
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Chapter 1

Introduction

1.1 Multimodal Interaction in Everyday Life

Performative technologies, such as public displays, interactive installations, and whole body
gestural interfaces, give users the opportunity to express themselves in new ways through
technology, immerse their whole body into an interactive experience, and share interaction
by performing in social settings. These exciting extensions to user experience have led to
the creation of a huge variety of performative interfaces, such as the WaveWindow interface
(Perry et al., 2010), crowd-based performative interactions (Sheridan et al., 2011), the Worlds of
Information large public display (Jacucci et al., 2010), and the Bridge project that allowed users
to ‘walk on water’ (Cross, 2011). However, many of these performative interfaces include a
specific ‘stage’ where performance is bounded by a region defined as the ‘performance space.’
What happens when performative interactions leave the stage and become integrated into
everyday life, occurring naturally and sporadically throughout the day? This thesis focuses
on such everyday performances, investigating a series of mobile multimodal interactions in
everyday life.

1.2 Motivation

Previous work in multimodal interaction has mainly revolved around issues of recognition
and detection, as well as advancements in sensing technologies. These previous works, how-
ever, do not fully address the issue that multimodal interfaces require users to perform new
and possibly embarrassing behaviours in public places. In order to design multimodal inter-
faces to provide a satisfying and enjoyable experience, interface designers need to consider the
social acceptability of their interfaces and the user experience of the interactions they create.
However, social acceptability is not simply a static issue of ‘acceptable’ or ‘unacceptable,’ but
a dynamic decision process that occurs in different social contexts at different stages of ex-
perience. This work seeks to better understand this process and effectively incorporate these
considerations into the design of multimodal interfaces.

19



1.3 Thesis Statement

This thesis demonstrates the importance of evaluating user experience and the social accept-
ability of interacting with multimodal interfaces while mobile or in public settings. Because
multimodal interfaces require users to ‘perform’ as part of interaction, the design of these in-
terfaces should be led by user experience and social acceptability rather than technology and
hardware. This thesis presents a theoretically motivated methodology and set of analysis tech-
niques and demonstrates the usefulness of this approach in a variety of settings.

1.4 Contributions

With respect to understanding user experience and social acceptability, this thesis organises a
series of user studies into three increasing levels of usage; acceptance, adoption, and appro-
priation. These studies combine quantitative and qualitative research methods in a novel way
in order to address the specific issues of user experience and social acceptability. These studies
also make use of a variety of prototypes and deployment systems, demonstrating how inter-
action techniques can be evaluated at different phases of the development process from early
design to longitudinal deployment with a range of implementation costs.

This thesis makes significant contributions to the understanding of performative user experi-
ence and its effect on the social acceptability of multimodal interfaces. This is demonstrated
through a series of evaluations in laboratory and real world settings. These studies demon-
strate some of the factors that influence how users make decisions about multimodal interac-
tion at different stages of development and use, such as location and audience, performativity,
age, and cultural background.

With respect to theoretical motivations and methodology, this thesis presents a novel perfor-
mative approach to user experience with a theatrical basis in phenomenology. This approach
makes use of mixed methods with results that are analysed using dramaturgical metaphors.
These metaphors are based on theatre, incorporating concepts such as stages, performances,
and characters to understand how individuals present themselves and behave in public places.
The success of this methodology is demonstrated at various levels of sophistication through
the course of this thesis.

1.5 A Short Review of Multimodal Interfaces

It is important to note that the term ‘multimodal’ is widely debated, with a variety of defini-
tions in the literature. If using a mouse means that I can see the mouse, feel it moving across
my desk and hear the sound it makes, is this a ‘multimodal’ interaction? Although this in-
teraction does involve multiple modalities, it has not been purposefully designed to exploit
those modalities for increased experience or usability. One definition of multimodal interfaces
states that ”multimodal systems process two or more combined user input modes – such as
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speech, pen, touch, manual gestures, gaze, and head and body movements – in a coordinated
manner with multimedia system output.” (Oviatt, 2003). However, this seems a rather strict
definition which does not give the same weight to output as to input. A gesture-based sys-
tem using vibrotactile and audio output would not be considered a “multimodal” interface by
this definition. For the sake of this work, multimodal interfaces will be those interfaces that
specifically exploit the capabilities and affordances of more than one modality, either used to-
gether or separately as part of one interface. Individually, these modalities, such as gesture,
speech, visuals, audio, and vibrations, are still aspects of a multimodal interface even if they
are investigated or used individually alongside other modalities.

The design of multimodal interfaces has come a long way since the revolutionary ‘Put That
There’ system was introduced in 1980 (Bolt, 1980). This system utilised a large display, voice
commands, and deictic pointing gestures to create one of the first multimodal systems. Using
this system, users could make a command such as “create a blue square there” and point to
a place on the screen to complete the command. Users could also perform pointing gestures
and voice commands to move existing objects around the screen. Names could be given to
objects on the screen simply by saying “call that an appointment” and pointing to an object
on the screen. Many multimodal systems have focused on speech and simple 2D gestures
such as pointing gestures or screen based gestures (Oviatt, 2003). The CUBRICON system
(Neal et al., 1989) also used speech input, but used pointing gestures with the mouse rather
than the hand. The CUBRICON system focused on providing multimodal feedback using
a variety of techniques such as visualisations on a colour graphics display, a monochrome
display, and speech output by the system. These multimodal techniques were used to allow
users to navigate through a large information base of tactical Air Force mission information.

The Iconic system began to move away from simple deictic gestures towards more complex
depictive ones (Koons and Sparrell, 1994). This system used data gloves to collect information
continuously about hand shape, orientation, movement and location while the user spoke.
The speech is analysed using a speech recognition system while the gestures were analysed
and segmented. Together, speech and gesture are interpreted and represented visually for the
user. This system was used similarly to the ‘Put That There’ system described above, in that it
allowed the user to describe and manipulate objects through speech and gesture. The Iconic
system, however, allowed the user to describe objects in much more detail using gestures
beyond the simple deictic gestures. For example, users could command the system to “tilt the
floor like this” and demonstrate the amount of tilt using a two handed gesture. These kinds of
gestures incorporate more conversational interactions than previous systems.

As multimodal systems become more advanced, the realistic possibility of creating multi-
modal mobile systems brings forward a number of new issues for interaction design. Lemmelä
et al. (2008) propose a specific set of design principles that must be examined when designing
multimodal systems for a mobile context. This approach involves identifying usage limita-
tions of different contexts, creating usage scenarios for multimodal techniques to create an
application design, creating modality-specific designs, rapid prototyping, and evaluation of
the prototype in naturalistic situations. These five design principles stress how important con-
text is to a user’s ability and willingness to interact with a mobile multimodal interface. Oviatt
stresses that multimodal interfaces should be designed to support fluid changes in the cogni-
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tive load on users during multitasking or complicated interactions (Oviatt et al., 2004). Oviatt
demonstrates that individuals can utilise multimodal interaction techniques when tasks are
difficult or multitasking if required. Willingness to interact in public and cognitive load are
important factors to consider when designing mobile multimodal interfaces.

1.5.1 Gesture at the Interface

Throughout this thesis, gesture is often the focus of the multimodal interactions evaluated.
However, the lack of a clear or unified definition of gesture has been cited as a challenge for
research into gesture-based interfaces (Wexelblat, 1998). Kendon gives a general definition of
gestures as voluntary and expressive movements of the body (Kendon, 1997). This definition
succeeds at capturing the common understanding of ‘gesture’ but does not describe ‘gesture’
completely. Specifically, this definition fails to address how context, perception, meaning,
and relationship to speech affect how an action is commonly identified as a gesture. Kendon
does discuss the role that perception plays in determining whether a given action is a gesture
(Kendon, 1986) even though this isn’t included in this definition. Kendon states that individ-
uals are able to understand gestures and identify expressive intent simply by watching how
the action is performed. This results in the circular definition that a gesture is simply an ac-
tion that is considered a gesture by others. In order to narrow down the definition of gesture,
Kendon’s work only considers those gestures that are used along with speech and are per-
ceived by observers as part of the meaning of the speech. Accidental gestures and fidgeting
are not included in his analysis. This difference between the general definition of gestures and
the applied definition gesture can be seen in many of the following examples.

Cassell defines gestures as hand movements occurring during speech (Cassell, 1998), although
she criticises this limited definition. Multimodal systems often use gestures outside of the con-
text of speech, but Cassell states that many systems using gesture focus on ‘gesture languages’
rather than gestures that would ever naturally occur with speech. Cassell argues that the com-
municative elements of gestures that occur with speech are important when creating ‘natural’
user interfaces and are lost with the use of ‘gesture languages.’ Väänänen and Böhm define
gestures as “body movements which are used to convey some kind of information from one
person to another” (Väänänen and Böhm, 1993). This definition is then further refined, given
that the information conveyed by gestures is easily understood by observers but is vague and
implicit in nature. For example, an individual might use a gesture alongside speech when say-
ing “I only want a little bit of milk in my coffee.” A gesture may reinforce that a small amount
of milk is desired, but will not communicated exactly how much milk is considered ‘a little bit’
by the speaker. For the purpose of their system, Väänänen and Böhm highlight that gestures
used in human computer interfaces must have explicitly defined meanings, which is in direct
opposition with how gesture are used in daily life. In order to accommodate the technical
restrictions of a gesture-based interface, a limited definition of gestures was used so that ges-
tures mapped directly to specific meanings or functionalities. For Väänänen and Böhm’s final
system, a set of hand positions were implemented, which included finger pointing, an open
palm, and a fist. While these are easy to perform, they are necessarily arbitrary movements
and fall short of the original definition that revolved around implicit information exchange.
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For the gestures used throughout this thesis, the term ‘gesture’ will be used as it was in
Väänänen and Böhm’s work described above. Even though the design and selection of ges-
tures will revolve around communication, this thesis accepts that gestures must necessarily
map to more explicitly defined meanings when used in an interface as opposed to everyday
life. Additionally, gesture classifications from the literature will be used throughout this thesis
that organise gestures into more specific groups that have been adapted for applicability to
multimodal interaction. Although the scope and specificity of the classification schemes avail-
able in the literature is highly variable, this thesis incorporates classifications and categories
based on context of use (Kendon, 1986), meaning with respect to speech (McNeill, 1996), and
how meaning is learned (Nespoulous et al., 1986).

1.5.2 Performative Interactions

There is a strong body of previous work that builds on sociological and anthropological foun-
dations to explore the issues of performance and experience as part of an interface. This pre-
vious work varies in its theoretical foundations, the primary focus of inquiry, and the method-
ologies used when evaluating performative interactions in different settings.

Understanding interactive technologies as a performance can be understood from the perspec-
tive of traditional theatre and performance studies. Jacucci et al. (2005) discuss a series of case
studies that are analysed based on anthropological studies of experience and theatre as well as
ethnographic studies of performance. Jacucci et al. (2005) present a manifesto on how concepts
and practices from theatre and performance can be practically applied to the design process
of interactive technologies by changing the way these technologies are viewed by designers.
Jacucci et al. (2005) state that one of the implications of this stance with respect to traditional
human-computer interaction research means “configuring and staging space instead of mea-
suring and simulating.” By reframing interaction as performance, evaluation moves away
from studies of usability towards the creation and design of interactive experiences.

Dalsgaard and Hansen (2008) also build on performance theory to develop the concept of
“performing perception,” describing in great detail the experience of performing with respect
to the roles users must adopt throughout an interactive experience. Dalsgaard and Hansen’s
work also incorporates concepts from Goffman to understand how performative interactions
relate to focused or unfocused social interactions, where focused interactions are those in
which all the participants are expected to have a single focus of attention and unfocused inter-
actions are those in which there is no single focus of attention but where all of the participants
are aware of each other’s presence and act accordingly (Goffman, 1966). The concepts of fo-
cused and unfocused interactions change the way performative actions should be viewed and
analysed given the changing relationships between spectators, performers, and the technology
itself in those different settings.

Other work has looked at performance not from the user’s or performer’s perspective, but
from the viewpoint of the spectator. Reeves et al. (2005) describe how the spectator experience
can be characterised based on the visibility of the performer’s manipulations and the resulting
effects. Performances can then be described as magical, expressive, secretive, or suspenseful
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from the perspective of the spectator. Reeves et al. (2005) also goes on to discuss additional
facets of the spectator experience such as the changing dynamics of spectating when inter-
action is possible and considerations for the transitions between spectating and performing.
Montero et al. (2010) built on this work by looking at how spectators determined the social ac-
ceptability of gesture-based interactions based on the visibility of performers’ manipulations
and the resulting effects. This research discussed the importance of visible effects as a way
that spectators make sense of actions.

There is also a wide variety of research that focuses on both spectators and performers through
qualitative or ethnographic evaluations. Sheridan et al. (2007) describe how performance
frames can be used to understand participation in digital live art performances. This research
revolves around the concept of “wittingness,” where individuals’ awareness of the perfor-
mance frame influences how they participate in a performative experience. Gardair et al. (2011)
looked at how performative spaces are defined for street performers, examining how passers-
by transition into audience members in this setting. (Benford et al., 2006) also discuss the fluid
relationship between audience members, witting or otherwise, and bystanders through an
evaluation of a mobile performative game. This project sought specifically to blur the bound-
aries of digital and physical aspects of the game to encourage performative activities in public
places and implicate passersby as unwitting participants.

Placed within this divergent area of work in performative interaction, this thesis focuses on
a complementary line of enquiry that builds on several aspects of the previous works while
exploring performativity through a novel methodology. Based on the theoretical foundations
of this thesis, as described in Chapter 2, this research is clearly focused on performers and
their individual perceptions of performance. However, this forms a natural complement to
the spectator focused research described above, where both explore the same phenomenon
but from different perspectives. Research from both of these perspectives contributes equally
to the evaluation and design of performative interfaces since users often switch fluidly from
performer to spectator and back throughout an interaction (Leong et al., 2011).

With respect to methodology, this thesis moves away from much of the previous work that
often involved case studies, ethnographic methods, or analysis from the perspective of eth-
nomethodology. The methodology described in Chapter 2 and used throughout this thesis
involves a mixed-methods approach where analysis is based on both qualitative and quan-
titative data. In many cases, traditional ethnographic techniques would be inappropriate or
impractical given the highly mobile and sporadic nature of the interactions of interest to this
thesis. In this case, observation of sparse interactions is often impractical. Additionally, this
approach is based on Goffman’s dramaturgical metaphors (Goffman, 1990) as opposed to the
performance theory or frame analysis commonly used in the previous work. These metaphors
provide a compelling way to analyse and organise the repeated observation, measurement,
or self-reported description of the everyday sporadic interaction explored in this thesis. This
is in contrast to the fine grained analysis on a smaller subset of denser interactions that are
observed or recorded as seen in frame analysis. For those interactions where the data is dense
and rich in quality, frame analysis or conversation analysis may be more appropriate in order
to fully exploit the data. These two approaches are not in opposition, but simply present two
different methods for analysing different kinds of interactive experiences and the data they
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produce.

1.6 Using Multimodal Interfaces: Acceptance, Adoption, and
Appropriation

This thesis presents studies in an increasing order of depth with respect to the experience
of the user. This organisation is also based on how much control the experimenter has over
the experience and whether or not the interactions are placed into a usability context, that is
attached to a specific functionality or application scenario.

Acceptance – This phase investigates the most basic and early perceptions of multimodal in-
teractions before those interactions are put into a usability context. The initial perceptions and
reactions to a given interaction technique represent the first step in the decision process for
users when considering the acceptance of a new technology.

Adoption – This phase evaluates interaction techniques that have been placed into a usability
context but are still evaluated using prototypes or relatively controlled user studies.

Appropriation – This phase investigates interaction techniques by evaluating multimodal in-
teraction ‘in the wild.’ Here, the fully implemented interaction techniques are placed into a
usability context and evaluated in real world settings.

These three phases of usage are based roughly on the technology acceptance model (TAM)
as presented by Davis (1989). Interface acceptance is similar to ‘perceived usefulness’ and
‘perceived ease of use.’ This thesis argues that the consideration of ‘social acceptability’ is
also important in this initial phase. This thesis explores acceptance specifically outside of a
usability context to limit the bias that functionality or recognition accuracy might impose on
initial results. For example, if a new multimodal interaction technique is presented within the
context of a mobile email browser, users’ pre-existing opinions about mobile email are likely
to influence their opinions about the interaction technique even though issues relating to data
connectivity and email usability are unrelated to the new interaction technique. In order to
minimise this kind of influence, acceptance is explored before interactions are placed into a
usability context. The next phase, interface adoption, is similar to the TAM’s ‘behavioural
intention to use’ with some notable differences. Firstly, this is the first time when the usability
context is considered. Rather than simply ‘making a plan’ for usage, this second phase of
adoption is based on imagining or actually using a technology with the additional information
about context and functionality to inform decisions. Secondly, this thesis also argues that
some level of experience is useful before decisions about adoption are be made so that the
‘behavioural intention to use’ is based on some amount of experience. Interface appropriation
is similar to TAM’s ‘actual system use’ where users are actively using the system in their own
daily lives where this thesis places a specific emphasis on extended use in real world settings.
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1.7 Challenges in Social Acceptability Research

When investigating the social acceptability of any new interaction technique, the inevitable
question arises: what about greater social change? The investigation of possible new interac-
tion techniques can appear to be heavily affected by greater social change. Are the preferences
that users describe going to change if ‘everyone else’ accepts this interaction technique? What
if this interaction technique is supported by popular media and becomes acceptable? A com-
mon example of a greater social change in opinion can be seen in the adoption of Bluetooth
headsets, which led to the relatively new habit of seemingly ‘talking to yourself’ in public. If
those interactions were once unacceptable, how did they become acceptable and how could
that have been predicted?

This thesis addresses this issue in three ways. Firstly, the focus of this work is on how users
go about incorporating new interaction techniques into their daily lives, not what users choose
to accept. The goal of this work is not to identify a list of ‘acceptable’ interaction techniques,
but rather to understand the aspects of these techniques that users most often consider and
the process by which users decide to accept them. Secondly, this thesis works within the scope
of subjective user experience, which is inherently an individual and personal investigation.
Because the theoretical foundation of this work is strongly based in phenomenology, the main
focus is on individual subjective experiences, where larger social influences are only addressed
from the perspective of the individual.

Finally, this thesis does not try to simply suggest that greater social change is out of the scope
of this work, but accepts the duality of structure as described by (Giddens, 1986). By inves-
tigating a topic that involves decisions in social settings, this work influences greater social
change while also being influenced by it. Giddens’s Structuration theory describes in great
detail the recursive structure of society, attempting to remove the emphasis on humanist and
positivist sociological traditions by removing focus from individual experience and larger so-
cial structures, but focusing on the way in which these are both reproduced by social practices.
Giddens states that “the basic domain of study of the social sciences, according to the theory of
structuration, is neither the experience of the individual actor, not the existence of any form of
societal totality, but the social practices ordered across space and time. Human social activities,
like some self-reproducing items in nature, are recursive.” (Giddens, 1986). Lewis presents
a perspective on how social practices become a part of widespread convention. (Lewis, 2002).
Lewis describes how problems with “coordination” are often solved using conventions, which
come about based on explicit agreements, social contracts, and accepted norms and standards.
With respect to multimodal interfaces, Lewis’s work helps to explain how individuals negoti-
ate the acceptability of new interactions but does not address where those interactions might
come from.

This thesis attempts to incorporate these perspectives on greater social change while remaining
true to its subjective roots. This work subscribes to the humanist tradition of sociology, and
values individual and subjective experience as the primary source for investigation. This thesis
incorporates some of the concepts of Structuration theory by going beyond simply identifying,
describing and understanding experience and looking at those social processes that drive this
experience.
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1.8 Thesis Structure

The thesis is written such that each chapter builds on the previous ones, but each chapter
may also be read independently. The thesis begins with the description of the methodology
used throughout this thesis, followed by three chapters dedicated to acceptance, adoption,
and appropriation, and finishing with a concluding chapter. The appendices include all of the
materials used through the course of this thesis.

The second chapter presents in detail the theoretical approach used, the rationale behind the
methodology, and the techniques for analysis used in this thesis. The goals of this section are
to present a sound theoretical motivation for this methodology of user experience research
and to expose and make accessible the analysis techniques.

The third chapter begins by introducing in more detail the ‘acceptance’ phase of multimodal
interface use and presents three studies that examine user reactions and acceptance of multi-
modal interfaces. These studies include a survey on the acceptability of gesture based inter-
action, an on-the-street study, and a survey on the acceptability of gesture and voice based
interaction. Large portions of this chapter are based on work published in CHI 2010 (Rico and
Brewster, 2010b).

The fourth chapter goes on to present in more detail the ‘adoption’ phase of use. This chap-
ter presents two studies that explore two areas of adoption. The first study looks at how
users develop gesture and voice interactions in situ in order to make performance both accept-
able and enjoyable. This section is based on work published in CHI 2011 Extended Abstracts
(Williamson, 2011). The second study, a series of focus groups, looks at how users evaluate
interaction techniques and place them into a usability context. This section is based on work
published in ICMI 2010 (Rico and Brewster, 2010a).

The fifth chapter completes the discussion of multimodal interface usage by looking at the
‘appropriation’ phase of use. This chapter showcases the methodology proposed in this thesis
from start to finish, ending with a longitudinal study completed in different cultural settings.
This chapter discusses an initial survey of existing user practices, the results of a focus group
looking at preferences and usability scenarios, and concludes with a longitudinal user study
that examines appropriation and usage in everyday life.

The final chapter summarises this thesis, discussing the most important contributions of this
work and reflecting on the success of the methodology. The conclusions also give a final anal-
ysis of the challenges addressed in this thesis and directions for future work.
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Chapter 2

User Experience: A Performative
Perspective on Multimodal
Interaction

2.1 Introduction

The evaluation of user experience has become an increasingly important aspect of usability
and human computer interaction research. However, as a relatively new area of research
it has lacked a clear and unified theory, methodology and understanding (Law et al., 2008).
Given the multidisciplinary nature of user experience research, which incorporates designers,
psychologists, sociologists, computing scientists, and researchers from the mixed background
of human computer interaction and beyond, it is not surprising that the community is hav-
ing trouble finding common ground. The diversity of definitions and approaches has led to
a rather fragmented community lacking both common understandings and comparability of
results.

There have been a variety of activities and special interest groups in the research community
tackling these disparities by discussing appropriate methods for user experience (Obrist et al.,
2009), developing shared understandings or definitions of user experience, (Law et al., 2008)
and discussing the theory, if any, behind user experience, (Obrist et al., 2011). While some
important overarching aspects of user experience have been identified (Law et al., 2009) there
is still a lack of clear direction in the community as a whole.

Within the user experience research community, there are three main groups: those focusing on
the user, the interaction, and the product 1. The approach presented in this thesis uses perfor-
mance to combine these themes through subjective individual experiences by incorporating
interactions as performances and products as part of the visible aspects of the performance

1These themes have been discussed at the Special Interest Group on UX Theories (Obrist et al., 2011) although they
do not appear in the SIG description.
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itself. This performative approach to user experience stems from the embodied interaction tradi-
tion, as described by Dourish (2004). However, where Dourish’s embodied interaction builds
on the combination of social computing and tangible computing, this performative perspec-
tive on user experience builds on social computing and whole body interaction. This slightly
different foundation leads to less of a focus on embodiment, and more on performance. This ap-
proach revolves around the evaluation of performative interaction, which is considered by this
approach to be any interaction that requires action in public places.

This chapter presents the theory, methodology, and analysis techniques of this novel performa-
tive approach to user experience. In combining social computing and whole body interaction,
this approach to user experience is based on phenomenology, practiced using mixed methods
from sociology and computing science, and analysed using dramaturgical metaphors. Al-
though this approach focuses on ‘performativity,’ the key concepts of user experience, perfor-
mance, and social acceptability presented here are not limited to ‘performative interaction’ but
have a more general applicability. For example, interfaces such as social networks that require
‘gestures’ as in symbolic gestures of kindness, inclusion, or friendship might not be considered
‘performative’ but can effectively be evaluated through the same lens.

2.2 User Experience, Performance, and Social Acceptability

In order to clearly present this novel approach to user experience, some key concepts must
first be described. Although user experience plays a significant role in this work, user expe-
rience is just one of three concepts used in this approach alongside performance and social
acceptability. Performance will be used throughout this thesis to mean the ‘performance’ of
everyday life in a much broader sense than the traditional understanding of performance as in
a ‘theatrical’ performance. Social acceptability will be taken as the concept that encompasses
user experience, performance, and decision making.

2.2.1 User Experience

User experience is “a person’s perceptions and responses that result from the use or antici-
pated use of a product, system, or service” as defined by ISO 9241-210:2010 (9241-210:2010,
2010). However, successfully evaluating user experience requires a much greater understand-
ing of such perceptions and responses than this simple definition might suggest. For example,
how should a researcher go about gathering a person’s perceptions and responses? How do
users generate such perceptions and responses, and which of these perceptions are impor-
tant and interesting for researchers? These are the questions that divide the user experience
community most clearly, where different communities have very different ideas about how to
answer these questions.

In general, the majority of the community focuses on a user centred approach (Obrist et al.,
2011). This may not be surprising given that user experience should necessarily involve the
user, but there are those who would focus on interaction or products as the key facet of user
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experience research. It can be argued that a thorough approach to user experience should
incorporate all three of these factors. Although this approach primarily centres on users and
their subjective experiences, interactions and products are also incorporated. Interactions play
a part in how users develop perceptions through feedback from and interactions with others.
Products play an important role in user experience because a device or interface is often the
focus of interaction. The product is also an important visible aspect of users’ presentation
of self and influences how they use the product while in public and how they interpret the
reactions of spectators. Thus, users, interactions, and products each have an important role in
user experience.

There are some important aspects of user experience that are more widely agreed upon. Firstly,
user experience is fluid and dynamic since the personal moods, social context, and past expe-
riences of users are ever changing. These clearly have a significant effect on the current expe-
rience (Vermeeren et al., 2010). In any given experience, individual users have very different
perceptions that are influenced by a wide variety of factors both internal, such as mood, and
external, such as social context. The dynamic changes in user experience over time vary from
very short term changes, such as a change in physical context, to long term changes brought
about and developed by repeated experiences within a changing social group or context. Sec-
ondly, user experience is inherently an individual and personal experience, albeit at times
heavily influenced by spectators and social groups (Law et al., 2009). Because an individual
user is the one creating the perceptions and responses that user experience is so interested in,
this is where the experience exists. In order to better understand how these perceptions are
developed, we can look at presentation of self and experience as a performance.

2.2.2 Performance

The idea of interaction as a performance (Jacucci, 2004) provides a way of understanding inter-
action as the presentation of self and the experience of interacting in front of others. Previous
works in the design and evaluation of performative interfaces have looked at a variety of per-
formance contexts, such as musical performances (Benford, 2010) and digital art performances
(Sheridan et al., 2007). With respect to multimodal interaction, this performative perspective
seems especially appropriate because multimodal interfaces often require users to adopt new
behaviours that can be highly visible or audible in public spaces. The work of Goffman dis-
cusses in great detail the use of dramaturgical metaphors in understanding behaviour in social
and public settings (Goffman, 1990). An important aspect of this work is the definition of ev-
eryday performance and how this affects our understanding of action in public places.

The definition of performance that will be used throughout this thesis is that of ‘everyday per-
formance,’ where nearly every action of everyday life is considered a kind of performance. As
we present ourselves to others in daily life, our actions are like performances of our desired
‘character,’ or the impression we hope to create, and we are constantly adjusting that perfor-
mance as we gather feedback from others. Goffman describes a wide range of performances,
from implicit performances of everyday action and impression management to explicit per-
formances such as giving a formal presentation to an audience. These concepts can be further
refined as impressions or performances given and given off, where impressions given relate to
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those explicit performances and impressions given off relate to implicit performances (Goff-
man, 1990). Implicit performances might be actions that are performed without being explic-
itly aware of them, but which are unconsciously adjusted constantly throughout the day as
feedback is gathered from spectators. For example, when running late one might constantly
look at the time and fidget while waiting for a train. These actions might be unconsciously
done, but they still communicate a state of agitation and are still considered a performance
under this definition. More explicit performances carry with them significantly more inten-
tion from the performer and more clearly defined performer/spectator roles. For example,
giving a presentation is an explicit performance where the presenter stands at the front of the
room and talks and the audience gives their attention to the presenter. The roles are predefined
and, hopefully, already recognised and understood by everyone present.

This thesis uses of the term performance to encompass a wide variety of activities, many of
which might not be considered ‘performance’ in the traditional sense. This approach consid-
ers both intentional and unintentional performances as part of a spectrum from simple per-
formance to performativity. If we consider every action in public to be a performance of some
kind, then those actions that are carried out with intention and awareness of spectators can
be described as performative. Indeed, much of the focus of this work will look at performative
interactions with respect to how these actions are hidden or exaggerated, how performativity
affects experience and decisions about usage, and how performance is achieved by users in
everyday settings.

2.2.3 Social Acceptability

The motivation for looking at user experience is to determine how users might accept mul-
timodal interactions into their everyday lives. Because multimodal interfaces require users
to adopt new and often strange behaviours, understanding the willingness of users to adopt
these behaviours in their everyday lives is an important consideration. The term social accept-
ability encapsulates these concerns as the social factors which affect user experience and the
acceptance of new interaction techniques.

Social acceptability is a user’s continuous decision process that is influenced by the experi-
ences gathered while performing. Social acceptability is not a simple matter of acceptable or
unacceptable, but is a continuous decision process that develops over time. Users perform a
given action, collect feedback from the present or imagined spectators, and adjust the perfor-
mance as appropriate. The experience that is remembered is composed of the actual personal
and physical experiences and the higher level interpretation of the social experience. These
memories influence individual decisions on an individual scale. These in turn influence and
are influenced by larger scale social changes. This duality of structure, as described by Gid-
dens (1986), represents an important issue in any examination of society and behaviour. This
balance between individual and social change is a theme that comes up repeatedly in this the-
sis. The evaluations in this thesis focus on individual change while accepting that this is both a
limitation of the research and a necessity when focusing on subjective experience.

There are a few examples of previous work looking at social acceptability, although these stud-
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ies are not centred on user experience and performance and lead to very different discussions.
Previous studies have looked at how interactions are influenced by and can be designed for
spectators (Reeves et al., 2005). Montero et al. ran a focus group study that looked at how the
social acceptability of gestures is evaluated based on the relationship between the visibility of
actions and their effects (Montero et al., 2010). These visible aspects of gesture-based interac-
tion play a significant role in how spectators evaluate the social acceptability of these interac-
tions. For example, if the gesture is highly visible and the effects are not, spectators have dif-
ficulty understanding the meaning or motivation behind a gesture. However, if both gesture
and effect are visible, spectators can associate the gesture with the effect to make sense of the
performance. Another previous study, focusing on interaction, was completed by Ronkainen
et al. (2007). This study used video prototypes as part of a survey to examine user willingness
to perform the given gestures within a specific context for a specific task. For each video, pos-
sible responses about willingness to use the gesture included: Yes, it’s fun / Yes, it’s useful /
Yes (other reason) / No, it looks silly / No, it’s not useful / No (other reason) (Ronkainen et al.,
2007). This survey focused on interaction, where users’ responses might be based as much on
how the gesture fits with the interaction as on how comfortable they would feel performing
that gesture in public. For example, if a user selects the response ”No, it’s not useful,” do they
mean the gesture is a poor fit for the functionality, or do they simply not use the functionality
shown in the video? However, this focus on interaction was useful for successfully ruling out
those gestures that were unacceptable early in the design process. This survey proved to be a
useful design tool, but did not address user experience with significant depth.

These examples of previous work show different perspectives on what is important when
evaluating for social acceptability. However, the work of this thesis is clearly user centred
and focuses on user experience as a subjective individual experience. This leads to work that
centres on individual perceptions of personal experiences, rather than the descriptions or per-
ceived meanings of others’ actions. The following sections will build on the concepts described
here to present a novel approach to user experience research. This approach begins with the
theoretical foundations of this user experience research, the resulting mixed methods method-
ology that combines qualitative and quantitative methods, and the analysis techniques based
on dramaturgical metaphors.

2.3 A Novel Approach to User Experience

This approach to user experience begins with a theoretical foundation in phenomenology. Sim-
ilar to embodied interaction, a performative perspective on user experience values experience
itself as a subjective phenomenon that is constantly interpreted by the experiencer. The meth-
ods of this approach are essentially mixed, with methods from humanistic tradition of sociol-
ogy and computing science combined to collect a variety of qualitative and quantitative data
about experience. The analysis of this data is based on dramaturgical metaphors, where ac-
tions, decisions, and perceptions are organised using themes from traditional theatre that can
be applied to everyday life.
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2.3.1 Theoretical Foundations: Phenomenology and Experience

From the perspective of phenomenology, social life exists within the subjective experience of
individuals where an ‘objective’ world or experience is of little importance or interest and ar-
guably may not exist as an object that can or should be studied. Phenomenology stems from
the humanistic branch of sociological theory that also includes topics such as ethnomethodol-
ogy and symbolic interactionism. Two key assumptions separate these humanistic sociologies
from traditional or positivist sociological theories (Benson and Hughes, 1983). First, that hu-
mans as social beings are not simply controlled by external social forces and factors but are
constantly interacting and actively creating their own social reality. Second, that specialised
methods are required to access the experiences, perceptions, and intentions that are central to
humanistic sociological inquiries (Benson and Hughes, 1983). Within the field of sociology,
this meant a shift from the traditional methods of looking at records, reports, and statistics to
the development of participant observation, refined use of the interview technique, and the
adoption of ethnographic methods. With respect to computing science, adopting this theoret-
ical stance suggests a move away from traditional lab based studies of interface accuracy and
speed to studies that examine experience, usability, and perceptions as they are developed in
the real world.

Simply described by Luckmann (1978), “the goal of phenomenology is to describe the universal
structures of the subjective orientation in the world, not to explain the general features of the
objective world.” The subjective orientation of the world refers to the subjective experience
of individuals going through their daily lives. For Schütz (1967), the experience of everyday
life was the natural focus of inquiry and the source of information for understanding social
worlds, called the lifeworld (Benson and Hughes, 1983). The lifeworld is simply the world
where everyday life is taken as objective and the reality of that experience is taken for granted.
In the lifeworld, individuals take on the natural attitude (Lewis and Staehler, 2011), where one
can assume that the world exists outside of our perception and assume that world is objective.
In phenomenological studies, the objective study of subjective experience relies heavily on the
phenomenological epoché (Lewis and Staehler, 2011), or the ability to removes one’s self from
the natural attitude and into the reflective and analytic stance that strips away, as much as
possible, one’s own cultural, temporal, and social bias. This attitude is one of reflection, ques-
tioning, and interpretation where experiences must be analysed critically through description,
reduction, and interpretation (Lanigan, 1988). The phenomenological epoché allows researchers
to look beyond experience as it presents itself in the lifeworld by questioning the lifeworld
itself, exploring the natural attitude, and understanding how individuals makes sense of ex-
perience in order to go about their everyday lives.

This thesis builds a methodology of user experience based on phenomenological theory. There
are two key aspects of this theory that influence the practice of this methodology. Firstly, that
individual memories and perceptions are of key importance to understanding social experi-
ences. Gaining access to such personal thoughts presents difficulties, which will be discussed
in detail in the next section. Secondly, that analysis will require some suspension of the natural
attitude to understand where perceptions come from and why such beliefs are held. However,
the application of these key concepts will be limited by the practical challenges of completing
research in social situations. As Attig (1985) states, a philosopher is “ever aware of the need
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for, yet sensitive to the limits of, the application of static concepts and ideas to a flowing expe-
rience of a dynamic reality.” In the carefully crafted and designed experience of multimodal
interfaces, the application of these phenomenological theories is indeed both necessary and
limited.

2.3.2 Methodology: Creating and Studying Experiences

The methods that are used throughout this thesis address the key concerns of the theoretical
foundations presented here. Firstly, there is a significant focus on self reported experience and
subjective user accounts. Secondly, the analysis of these accounts revolves around everyday
experiences that might otherwise be taken for granted and requires a change in attitude with
respect to questioning these everyday experiences. When evaluating the user experience of
an interaction, we are often trying to design for a specific experience or, perhaps more often,
trying to identify and understand the experience that we’ve already created. By adopting
qualitative methods, we can gain access to experience through observations and interviews.
Quantitative methods can also be used to gather objective data about experience. For example,
accelerometer data can be collected throughout an interaction with a system as one measure of
the observable aspects of that interaction. This can be combined with qualitative data to gain
additional perspectives on the experience and in some way combine qualitative sociological
methods and quantitative computing methods of evaluation harmoniously. Therefore, the
methodology presented here is one of mixed methods that aims to create experiences and
gather quantitative data as much as qualitative data for an analysis that draws from both.

Research as a Social Encounter

An important aspect of user experience research that must not be taken for granted is that this
research is completed in the context of a social encounter that comes with predefined roles,
expectations, and norms and standards. The social encounters that have been created for the
purpose of user studies, whether completing an interview, an observation session, or even the
use of quantitative sensing to record behaviours remotely, must be designed to deal with the
issues associated with the social encounter. For example, the manner, appearance, and style
of questioning of the interviewer has a significant impact on the interview itself (Schensul
et al., 1999). The role of experimenter and participant in a user study changes how participants
behave because of the ’authority’ of the experimenter, with the classic Milgram experiment of
obedience as an extreme example of this effect (Milgram, 1963). In less extreme situations, it
is still clear that simple observation is likely to affect users’ behaviour (McCarney et al., 2007).
These issues are important to consider when designing an experiment in order to prevent this
influence as much as possible and when completing analysis in order to take into account
any influences which might have affected the results. The identification and acceptance of the
influence of a social encounter as part of research is an important consideration for rigorous
qualitative studies.

Another important issue is that the experience or phenomenon that is the focus of study of-
ten isn’t practical or accessible to be studied directly in the context in which it appears. For
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example, during a longitudinal deployment of a multimodal mobile system it is not practical
or ethical to constantly shadow a participant in order to observe interaction as it naturally and
sporadically occurs throughout the day. Additionally, it is often the case that the experience
itself is not easily observable or that the observations themselves aren’t enough to understand
the experience thoroughly. For example, observations alone may not be sufficient to under-
stand why a user chose not to use a gesture-based interaction while commuting. In many
cases, the study of user experience must be completed outside the actual context where that
experience occurs through interviews and discussions after the fact. Only through thorough
analysis of self-reported motivations and experiences can the researcher gain a complete un-
derstanding of observed behaviours.

Surveys

Surveys have been used throughout this work, focusing on gathering initial reactions to and
acceptance of multimodal interaction techniques. Particularly, these surveys have used video
prototypes and multiple choice style questions. This format can be useful for gathering ini-
tial responses because a video prototype can be developed early in the design process and
therefore allow researchers to explore a divergent set of designs and ideas. The content of the
questions used in this thesis has been based on social factors that influence behaviour in public
places such as location, audience, and appearance. Successful examples of surveys used for
social acceptance can be seen in Rico and Brewster (2010b) and Ronkainen et al. (2007).

Focus Groups

The general design and practice of focus groups has been discussed in detail elsewhere (Stew-
art et al., 2007). The focus groups used in this work have been specifically designed to create
an experience and gather quantitative and qualitative data about that experience. A successful
focus group looking at user experience should have the following elements: initial familiarisa-
tion with the interaction techniques through the use of experience prototypes (Buchenau and
Suri, 2000), collection of quantitative data relating to acceptance of interaction techniques, and
discussion about the use of these interactions in real world settings with respect to how the
interaction techniques might be adopted. Collecting quantitative data about acceptance of the
interaction techniques is an important part of the first phase of a user experience focus group.
This should be done individually before any in depth discussion of the interaction techniques
with the group. Typically, this should consist of Likert scale style ratings, accept/reject re-
sponses, and rankings of the interaction techniques. The collection of this quantitative data
should be followed by the qualitative discussions about the interaction techniques. A good
example of this style of focus group can be seen in Rico and Brewster (2010a).

Interviews

The interview method is often used in sociological research from a variety of related theoreti-
cal perspectives, including phenomenology, symbolic interactionism, and ethnomethodology.
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The techniques (Schensul et al., 1999) and critiques (Benson and Hughes, 1983) of this method
are described in detail elsewhere. Most importantly, these works describe the design of inter-
view questions, the manner and appearance of the interviewer and the effect this has on the
success of the interview itself as a social encounter.

Throughout the course of this thesis, semi-structured interviews were used (Schensul et al.,
1999). Although the title might suggest these interviews lack organisation, this term simply
means that the interview is administered from a series of set questions with open ended re-
sponses. Often, the interviewer will probe users’ responses with further questions to flesh out
the detail in the responses and follow up any interesting comments. The design of the ques-
tions provides the order and structure to the interview while still allowing the interviewer
to temporarily leave the set questions when necessary. One of the great advantages of inter-
views is that they can easily be completed at most stages of development, in order to look at
acceptance, adoption, and appropriation.

User Studies

Designing and deploying user studies is a good way to look at appropriation and actual sys-
tem use, but can also be completed in the early stages of design using prototypes to investi-
gate acceptance and adoption. User studies that focus on user experience come in a variety
of forms, from using simple experience prototypes (Buchenau and Suri, 2000), to completing
controlled ‘on-the-street’ studies (Rico and Brewster, 2010b), to relatively uncontrolled longi-
tudinal deployments (Williamson et al., 2011). In all of these studies, however, the goal is to
create an experience for users and gather as much data as possible through sensing technology,
interviews, questionnaires, and observations. This experience can then be studied through the
variety of qualitative and quantitative data collected throughout the experiment.

This thesis, like Sherwood et al. (2009), encourages the evaluation of user experience in the
wild. However, user studies in the wild present difficulties. Evaluations using a variety of
sensors, known as instrumented usability (Crossan et al., 2008), use the powerful technique of
remote observation when it isn’t practical to physically observe system use. By instrumenting
the user with sensors it is possible to detect some aspects of the current context of use, such
as whether the participant is walking, riding public transport, or still. A good example of an
instrumented usability study looking at user experience can be seen in Murray-Smith et al.
(2007). This study used accelerometers in order to detect gait phase during mobile phone calls
to identify conversation synchronisation.

2.3.3 Analysis: Understanding Through Metaphors

When interaction is viewed as performance, experience can be understood and analysed with
respect to performers, characters, audiences, and props. When trying to understand, evalu-
ate, and analyse user experience, the use of dramaturgical metaphors presents a compelling
approach. These metaphors provide an intuitive method for designing questions, organising
themes in data, and understanding behaviour. Goffman’s use of dramaturgical metaphors, as
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described in (Goffman, 1966), (Goffman, 1986) and (Goffman, 1990), has been widely adopted
in social science and human computer interaction research. Although Goffman’s work has
been heavily influenced by phenomenology, especially Schutz’s work (Lanigan, 1988), and is
often associated with ethnomethodology (Smith, 2005), it is in fact a-theoretical and critics
claim that Goffman fails to analyse his results to the full depth required in traditional phe-
nomenology (Lanigan, 1988). Goffman did not claim to be a phenomenologist, but used only
specific aspects of the theory to guide his work. Like Goffman, this approach will take the
theoretical benefits of phenomenology and apply them practically to the method and analysis
of user experience.

Dramaturgical Metaphors

Using dramaturgical metaphors to understand interaction means taking concepts from theatri-
cal performance or explicit performance and applying them to everyday situations. In order
to organise these concepts, Goffman describes the ideas of fronts and regions (Goffman, 1990)
as ways in which we gather information about our context in order to perform appropriately.
These traditionally theatrical concepts describe everyday surroundings and how decisions are
made based on those surroundings. Fronts contain physical and social aspects of the immedi-
ate surroundings that help to define the situation for individuals. Regions describe more ab-
stract places and their associated perceptions and norms and standards. Together, fronts and
regions provide individuals with information needed to define the situation and determine
the acceptability of their actions. By identifying and organising in this way the aspects of ev-
eryday life that influence behaviour, researchers can begin to understand experience through
the performative lens.

Fronts – Goffman defines fronts as “that part of an individual’s performance which regularly
functions to define the situation ... the expressive equipment of a standard kind intentionally
or unwittingly employed.” (Goffman, 1990). This expressive equipment includes the physical
front, the personal front, and the social front. The physical front is the actual setting where
performances occur, which includes the furniture and objects that fill a given space to make
up a physical setting, similar to a stage. Depending on the intended use of the ‘stage’, the
physical setting may provide props or scenery that facilitate a given performance in real life as
they do in theatrical productions. In an office, a desk and chairs will create a more appropriate
setting than a hammock. The setting will inform an individual’s definition of the situation and
help to determine appropriate action. For example, mobile phone users in an office might take
advantage of cubicle walls to muffle a personal conversation. The absence of cubicle walls
might influence users to reject mobile phone calls from friends at their desk. The personal
front includes aspects of appearance and manner of an individual, as costume and makeup
would for actors. The appearance and manner of the performer will influence how they feel
their actions will be perceived and influence how they interpret and make sense of spectator
reactions. The social structures that exist in a given situation are referred to as the social front.
The social front includes the learned set of expectations and behaviours associated with a
social status, and norms and standards, which influence how we make sense of the world
around us. For example, a manager in their place of business might dress more formally than
at their home and social norms and standards dictate that a certain level of respect is expected
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from others. Both manager and workers know the expected norms and standards and present
themselves and treat others appropriately. Social fronts are used in order to understand what
might be expected in a given situation and how appearance and manner should fit together.
Just as these existing social structures are used to act out stories that are familiar and make
sense, these social fronts are used by individuals to make sense of everyday life.

Regions – Goffman defines regions as “any place that is bounded by some degree by barriers
to perception.” (Goffman, 1990). For example, an office might be separated into distinct re-
gions by cubicle walls, where my desk is a distinctly different area than your desk. A region
includes a front region, politeness and decorum, and the back region. The front region is like
the front stage and refers to the place where the performance occurs, similar to the physical
front. The front region includes the physical setting and the objects that fill the space and
defines the setting physically. Politeness and decorum define the region cognitively or emo-
tionally. Politeness refers to the expected behaviours when an individual is actively engaged
with others. Decorum refers to the expected behaviours when an individual is present in the
region but not actively engaged with others. For example, it may be unacceptable to answer a
phone call while engaged in conversation at a party, but perfectly acceptable if standing off to
the side. In a different setting, such as a movie theatre, it is unacceptable to answer a phone call
even if you are not personally watching the movie. Politeness and decorum reinforce region
by dictating the actions that are expected in that situation whether one is actively engaged
with that situation or just simply present. The back region is similar to backstage, which refers
to any place where the individual is not ‘performing.’ The back region is a place where the
decorum and politeness of the region are more relaxed or completely ignored. For an office,
the break room can be viewed as the back region of the workplace. While in the break room,
there is no pressure on employees to look busy or partake in work related activities. Regions
organise performance spaces by defining clear areas for performance or non-performance and
defining the type of ‘work’ that is required to demonstrate and reinforce the region.

Key Concepts

In order to effectively apply these dramaturgical metaphors in practice, this chapter distills
these metaphors into concepts that can be used to guide the design, execution, and analysis of
user experience studies. These key concepts provide guidance and purpose when completing
both qualitative and quantitative user experience research from this performative perspective.
From designing survey questions, to completing interviews and coding results, dramaturgi-
cal metaphors can guide this work and help to organise results. The key concepts that this
methodology draws from dramaturgical metaphors are described in detail below.

Understanding Location – Identifying how a user understands, perceives, and feels about
the location of interaction is an importance aspect of experience that is emphasised by the
dramaturgical approach. Where did the interaction occur? How does the user describe the
location? What norms and standards does the user describe when talking about different
locations? How familiar is the user with the different locations discussed? These questions are
important for understanding the setting, as perceived by the user, where interaction occurs.
Physical fronts and regional fronts have a strong influence on the presentation and behaviour
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of individuals in public places and must be clearly identified by the researcher.

Perceptions about Performance – Subjective experience and individual opinions about how
the performance looks and feels are important aspects of experience. What aspects of the per-
formance do users like or dislike? What visual aspects of the performance are identified when
discussing preferences? How do users describe comfort or discomfort when talking about per-
formance? How do users feel that they look while performing? How do users describe their
own personality when discussing performance? These kinds of internal perceptions about
the enjoyability, acceptability, and overall experience of performing are important for the re-
searcher to identify in order to understand the personal front of the performer.

Reactions from Spectators – How users make sense of the reactions of spectators and how
these influence future behaviour are an important aspect of experience. Who are the specta-
tors that are present during a given interaction? What do users think about spectators in the
different locations where interaction occurs? What did the spectators do during a given inter-
action? How do users describe the meaning of spectator reactions? Because spectators have
a clear influence on individual behaviour, understanding how the individual makes sense of
spectator reactions helps to make sense of motivation and decision making.

Recalling Past Experiences – The way in which users tell stories about past experiences, the
opinions and values that are associated with past experiences, and the self-reported reasons
for overall judgements about past experiences are important. What experiences do users most
often discuss? How do users discuss these experiences as evidence for their opinions? Which
aspects of a past experience are the most important for users? Gathering self-reported data
about past experiences allows researchers to understand what information users are building
on when making decisions in public places and how behaviours are affected by this.

Coding and Analysis

When coding any transcripts or observation logs, there are a wide variety of approaches one
may adopt when deciding which themes to pull out, how to discover interesting content, and
which parts of the transcript require coding. A typical analysis involves three steps: open,
axial, and selective coding. These coding processes are described in great detail in Strauss
and Corbin (1998). In essence, open coding represents the first stage of analysis where tags or
labels are applied throughout a transcript. During open coding, the concepts described above
represent the types of content which are interesting and should be identified. The second
stage, axial coding, involves organising all of the labels and tags. This organisation is led by
the concepts and metaphors laid out by Goffman. The final stage, selective coding, takes those
organised concepts and pulls out the overall themes and the generalizable results of the study.

Another important concept in coding and analysis is strips (Goffman, 1986). These form an
important part of any qualitative analysis as the starting or entry point into a stream of activity
that is the focus of analysis. Goffman defines strips as “any arbitrary slice or cut from the
stream of ongoing activity ... A strip is not meant to reflect a natural division made by the
subjects of inquiry or an analytical division made by students who inquire.” (Goffman, 1986).
A strip can refer to the collected ethnographic observations or the self-reported experiences of
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an individual for whatever activity or experience being studied.

2.4 Conclusions

This chapter presents a novel performative approach to user experience research based on
phenomenology and dramaturgical metaphors. Although this perspective on user experience
focuses on multimodal interaction in this thesis, it also has a much broader applicability be-
cause of the focus on ‘everyday performance.’ A wide variety of interactions can be viewed
through this lens, such a mobile interfaces, the presentation of online personas through so-
cial networks or avatar based games, or interaction with public displays. The motivation of
these explorations of user experience is to better understand how users accept, adopt, and
appropriate new technology into their everyday lives, especially where interaction occurs in
public or social settings. With respect to multimodal interfaces, where performance plays a
significant role in user experience, these kinds of evaluations are important because the social
acceptability of multimodal interaction techniques affects how it can be used in everyday life.
By evaluating user experience at different stages of use, this approach can lead to more usable,
enjoyable, and acceptable multimodal interfaces.

The performative perspective on user experience begins with theoretical foundations in phe-
nomenology. The application of this theory to user experience research means a significant
focus on subjective experience and the analysis of the everyday actions that might be taken
for granted by performers themselves but be of great interest to researchers. The methodology
argues for a mixed methods approach, combining traditional ethnographic methods from the
humanist tradition of sociology with quantitative usability methods from computing science.
This approach allows for gathering a wide variety of data for a thorough and robust analysis.
Finally, this approach relies heavily on dramaturgical metaphors as a way of understanding
performance in everyday life and how interaction with technology fits into existing practices.
These metaphors guide data gathering and analysis by organising results in terms of perform-
ers, stages, props, scenarios, and norms and standards.

The approach described in this chapter will be demonstrated in this thesis with increasing
complexity and sophistication in each chapter. The third chapter discusses how this approach
can be used to determine initial reactions to multimodal interactions using very highly con-
trolled prototype experiences. The fourth chapter goes on to discuss interaction acceptance
and adoption in more detail, asking users to imagine how interactions could be used in daily
life and creating relatively controlled experiences in real world settings. The fifth chapter ex-
plores interaction appropriation in the wild, demonstrating the methodology from beginning
to end to create a relatively uncontrolled experience in real world settings. This complete
demonstration of the methodology shows how it can be used at different stages of design and
development and rigorously tests it in different settings.
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Chapter 3

Reacting to and Accepting
Multimodal Interfaces

3.1 Introduction

Davis (1989) argues that the first step towards accepting a new interaction technique or tech-
nology is understanding the ‘perceived usefulness’ and ‘perceived ease of use’ for that new
technology. For those new interaction techniques and technologies that also require users to
accept more performative interactions, such as interfaces using gestures that require users to
perform highly visible actions, social factors also play an important role in technology accep-
tance. Users might ask themselves “will someone notice me doing this gesture?” or “will
someone think this is a strange thing to do?” Davis’s original Technology Acceptance Model
did not include social factors, but others have identified this missing element and extended
the original model (Malhotra and Galletta, 1999) to take these factors into account. User ex-
perience evaluations allow designers to understand how personal and social factors affect the
acceptance and use of technology.

This initial acceptance phase is simply a user’s first assessment of a new technology and ac-
ceptance of the possibility of its use in the future. In this chapter, evaluations of acceptance
focus on interaction techniques by removing these interactions from a specific usability con-
text. For example, gesture-based commands are presented to users without these commands
being given any particular purpose or functionality within a specific interface or application.
The usability context is removed in order to minimise the influence other external factors, such
as the usefulness of the application area or the appropriateness of the technique for that applica-
tion. Removing as many factors external to acceptance as possible and evaluating interaction
techniques out of an interaction context allows for exploration of the baseline of acceptabil-
ity. This approach provides a solid basis for looking at acceptance independently of other
influencing factors, where more in-depth evaluations looking at adoption and appropriation
can investigate interaction techniques in more realistic contexts. This chapter focuses on those
initial reactions, specifically at early stages of the design process.
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This chapter explores this initial acceptance phase through three studies. Firstly, a survey that
explored social factors of acceptance using video prototypes and multiple choice questions.
This survey focused on location and audience as social factors that affect technology accep-
tance. Secondly, an ‘on-the-street study’ that required users to perform a set of gestures in
public in order to understand why users liked or dislike these interactions. Finally, a second
survey study that explored acceptance based on social factors using more complex social set-
tings. This study examined how different spectators in specific locations affect technology
acceptance. This chapter concludes with a reflection on these results and on the methodology
itself.

3.2 Gathering Initial Reactions to Gesture-Based Interactions

In order to gather some initial data on which interaction techniques users might accept or
reject, an Internet survey was completed using video prototypes and multiple choice ques-
tions. The video prototypes portrayed gesture-based interaction techniques, and the multiple
choice questions investigated possible situations where those interaction techniques would be
acceptable. Gestures were chosen as the focus of this first study because of their highly visible
nature and the ease of portraying these interactions on video. The multiple choice questions
investigated location and audience as factors that influence behaviour in public places (Goff-
man, 1990) and provide a useful basis from which to begin exploring social acceptability. The
results of this survey provide an initial insight into social acceptance of gestures with respect to
the locations where they might be used and how different kinds of spectators influence social
acceptability.

3.2.1 The Survey

This survey examined a set of eighteen gestures that included both device-based and body-based
gestures. A body-based gesture refers to any gesture that directly involves movements of the
body without directly manipulating a mobile device. For example, head nodding and foot
tapping are both gestures that are performed by moving the body without directly manipu-
lating a device. A device-based gesture refers to any gesture that involved directly touching
or moving a typical mobile device, in this case a mobile phone. For example, device shaking
and squeezing both involve directly manipulating a mobile device. The gestures in the survey
were chosen based on their usage in existing gesture-based interfaces (Brown and Williamson,
2007), (Crossan et al., 2008), (Strachan et al., 2007), (Williamson et al., 2007) and their potential
to be used in future interfaces. The names and descriptions are given in Figure 3.1. The full
list of survey questions can be seen in Appendix A.1 and the videos are available in Appendix
B.

Before beginning the survey, respondents were told the aim of the study was to assess the
social acceptability of these gestures for use as part of a mobile interface. For each gesture,
survey respondents watched a video of the gesture being performed and answered multiple-
choice questions. Each video was displayed with the gesture name and a short description of
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Device Squeezing

Device Whip

Squeezing the device in the hand.

Table Tap

Device Shake

Pocket Tap

Device Rhythm

Shaking the device in the hand, side 
to side.

Shaking the device in the hand up 
and down with an even rhythm.

Whip-like movement of the device in 
the hand.

Tapping the device (in the pocket) 
with the hand. 

Tapping the device (on a table) with 
the hand.

Shoulder Tap
Tapping the shoulder with the 

device.

Device-Based Gestures

Squeezing of the forearm with the 
opposite hand.

Arm Squeezing

Measuring a space between the 
fingers.

Finger Proximity

Tapping the belt with the hand.Belt Tapping

Foot Tapping
Tapping one foot while sitting or 

standing.

Head Nodding

Shoulder Rotation

Nodding the head side to side.

Shifting Balance

Hand Proximity

Nose Tap

Clapping

Measuring a space between the 
hands.

Clapping the hands.

Rotation of the shoulder forwards 
and backwards.

Tapping the nose with the hand.

Shifting balance side to side while 
sitting.

Wrist Rotation Rotation of the wrist side to side.

Body-Based Gestures

Figure 3.1: Names and descriptions of all the gestures used in the survey.
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Figure 3.2: Screenshots and video frames from the gesture survey. 1. Survey Questionnaire
Layout. 2. Frame from Shoulder Tapping video. 3. Frame from Table Tapping video.
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Passenger on a Bus or Train
Driving

Pavement or Sidewalk

Workplace

Location
Home

Pub or Restaurant
Family

Strangers
Colleagues

Friends
Partner
Alone

Audience

Figure 3.3: Locations and audiences for multiple choice survey questions.

the gesture portrayed. The videos lasted from one to four seconds and were played on a loop
while survey respondents answered the associated questions. These videos did not include
any audio. Each video portrayed a single gesture being performed by a male actor sitting at
a desk in front of a plain background. Figure 3.2 shows screenshots of the survey questions
as well as frames from two of the gesture videos. Because survey respondents were asked
to imagine the locations and audiences where they might perform these gestures, the videos
were designed to focus solely on the gesture itself. The videos used in this survey intentionally
portrayed a plain scene without a defined context so that the setting would not distract viewers
from evaluating the gesture. Since an important role of the videos was to make gestures easy
to observe, they were performed using clearly visible movements. For example, wrist rotation
was performed with the arm held in front of the performer rather than at the side of the body.
While these constraints did not always reflect real world usage, this was necessary to give
respondents a clear view of the gesture being performed.

After watching each video, respondents were asked to select from a list all of the locations
where they would be willing to perform the given gesture as part of a mobile interface. Re-
spondents were then asked to select from a list all of the types of audiences they would be
willing to perform the gesture in front of. These responses intentionally focused on personal
experiences, asking respondents to imagine themselves in these settings rather than how they
would feel about someone else performing the given gesture. The locations and audiences
used in the survey are given in Figure 3.3. These options were selected to address a broad
cross-section of common situations without providing an overwhelming number of options
for survey respondents. Removing the usability context helped to remove unwanted influ-
ences from responses that might not be helpful in determining acceptance. For example, a
video prototype could demonstrate a gesture being used in order to open the phone’s camera
application. If respondents state that they would not use this gesture, it is not possible to know
if this is because they find the gesture unacceptable, they find the gesture inappropriate for the
application, or they simply do not use that application. Removing the usability context helps
to remove these unwanted external influences. While this style of survey does not describe
why the gesture is unacceptable, it does provide a useful method for gathering early reactions
to new interaction techniques at a low development cost.
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< 0.0001
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< 0.0001

Figure 3.4: p values calculated using the Cochran Test for significant differences based on
gestures for locations and audiences. p < 0.003 are significant, adjusting for Bonferroni’s cor-
rection.

3.2.2 Results

These results include 55 survey responses from respondents ranging from age 22 to 55. With
respect to current geographic location, 43% of respondents were living in the United Kingdom,
45% in the United States, and 12% declined to state or were the only respondent from their
country. 29% of the respondents were female and 71% were male. Respondents were recruited
through university email lists over the span of six weeks. The survey was administered over
the Internet.

The results show that location and audience played a significant role in determining the social
acceptability of performing gestures. There were significant differences between acceptability
rates of gestures for all locations except home and for all audiences except alone, as shown in
Figure 3.4. The non-parametric Cochran Test was used for testing this binary response data of
related samples (Conover, 1971). Location and audience make a significant difference when
respondents decided to accept or reject a given gesture, demonstrating how important gesture
design is to acceptance and eventual usage.

Looking at the data in greater detail, a level or rating of ’acceptability’ was determined for
different groupings of the responses. For example, survey responses were grouped by location,
audience, and gesture type. An acceptability rating was calculated for each respondent using
the ratio of positive responses to negative responses for a given grouping. The Friedman Test
was used for the overall comparison of three or more treatments of ordinal non-parametric
data (Cramer, 1994). The Wilcoxon Signed Rank Test was used for pairwise comparisons for
related samples of non-parametric data (Cramer, 1994). Effect sizes were calculated using
the Z values of the pairwise tests (Corder and Foreman, 2009). All of the significance value
thresholds were adjusted using Bonferroni’s correction.

Where? Locations and Gesture Usage

The awareness of one’s surroundings and the ability to take advantage of the physical setting
are important aspects of a performance. By comparing average acceptability rates between
locations, these results demonstrate which settings were the best facilitators of gesture usage
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Figure 3.5: Average percentage of gesture acceptability by location. Error bars show one stan-
dard deviation.

Workplace
Restaurant < 0.0001

< 0.0001Passenger 0.9442
0.0002< 0.0001 < 0.0001Driving

< 0.00010.4354Pavement  0.0002 0.6745
< 0.0001< 0.0001 < 0.0001Home < 0.0001 < 0.0001

WorkplaceRestaurantPassengerDrivingPavementHome

Figure 3.6: p values for pair-wise comparisons of locations. p < 0.003 are significant, adjusted
for Bonferroni’s correction.

and which settings were the most controversial. Figure 3.5 shows the average acceptance rate
and standard deviation for gestures in each location.

Figure 3.6 gives the details of pair-wise comparisons for statistical significance of locations and
Figure 3.7 shows the effect sizes. The majority of locations were significantly different from
every other location, with the exceptions in the combinations of passenger and pavement, pub
and pavement, and passenger and pub. Home, workplace, and driving were each significantly
different from every other location. These differences show that location played an important
role in how respondents determined the acceptability of a given gesture. For example, the
significant difference between pavement and workplace shows that these places were socially
different for survey respondents with respect to acceptability. Gestures were 12% more likely
to be used in the workplace than on the pavement and 34% more likely to be used at home.
The pavement, as a public location, provides few opportunities for privacy and requires a more
restricted set of social norms due to the necessity of sharing the space with strangers. Home,
on the other hand, offers many opportunities for privacy and relatively relaxed social norms
as it is a familiar place shared with family members. The workplace is semi-public, where
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Workplace
Restaurant 0.6

0.6Passenger --
0.60.6 0.7Driving

0.6--Pavement 0.6 --
0.80.8 0.8Home 0.8 0.8

WorkplaceRestaurantPassengerDrivingPavementHome

Figure 3.7: Effect sizes for pair-wise comparisons. Values 0.5 and over are considered large
effect sizes. Effect sizes for non-significant comparisons are not reported.

colleagues may be familiar but the space is not private. In each location, individuals consider
social acceptability based on social norms and standards as well as privacy affordances to
determine if they will accept a given gesture.

An important aspect of the data is the differing levels of variance between the gestures’ ac-
ceptability for each location. Higher levels of variance indicate that survey respondents had
more varied opinions about which gestures were acceptable and which were not in a given lo-
cation. Comparing home, with a standard deviation of 5%, to pub, with a standard deviation
of 27%, shows a major difference in the way these locations were perceived. While home was
relatively uniform in its perception, pub was very divergent with some gestures being highly
acceptable and others highly unacceptable. Acceptance rates varied from as low as 14% for
shoulder rotation to as high as 95% for table tapping. These differences show how important
gesture design is in order to create systems that are usable in a variety of locations.

Who’s There? Audience and Gesture Acceptability

The average acceptance rates and standard deviations for each audience are shown in Figure
3.8. Each audience type was significantly different from every other type except for the combi-
nations of friends and family, partners and family, and partners and friends as shown in Figure
3.9. The effect sizes for these pair-wise comparisons are shown in Figure 3.10.

Familiarity with the audience plays a significant role in gesture acceptability. Strangers, the
least familiar audience with an average acceptability rate of 51%, were significantly lower than
partners, with an average acceptability of 77% and alone with an average acceptability of 88%.
This shows that more familiar audiences gave performers more confidence in using gestures
than less familiar audiences. For example, 60% of respondents were willing to use the shoulder
rotation in front of their partner, 54% were willing to use it in front of their friends, and only
20% were willing to use this in front of strangers. Familiar audiences provide performers with
more freedom to try new things and more opportunities to explain their behaviour. Friends or
family members may have previous experiences witnessing an individual’s usage of a partic-
ular gesture while a stranger may only be present during one isolated event. The presence of
spectators is an important aspect of experience and performance because spectators provide
feedback to users that help them make decisions about use. Reeves et al. (2005) discuss how the
visual aspects of performative interaction play an important role in the spectator experience.
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Figure 3.8: Average percentage of gesture acceptability by audience. Error bars show one
standard deviation.
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FamilyStrangersColleaguesFriendsPartnerAlone

Figure 3.9: p values for pair-wise comparisons of audiences. p < 0.003 are significant, adjusted
for Bonferroni’s correction.
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Figure 3.10: Effect sizes for pair-wise comparisons. Values 0.5 and over are considered large
effect sizes. Effect sizes for non-significant comparisons are not reported.
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Figure 3.11: Average acceptability of device and body-based gestures by location. Error bars
show one standard deviation of acceptability for each gesture type at the given location.

These visual aspects of gesturing also play an important role in the individual user experience
since users make decisions about acceptability based on the responses of spectators.

Device and Body-Based Gestures

The survey demonstrates a significant difference between the social acceptability of device-
based gestures versus body-based ones. Pair-wise comparisons, shown in Figure 3.12, demon-
strate that device-based gestures were significantly more acceptable at every location except
home and driving and every audience type. Figure 3.13 shows the effect sizes for these com-
parisons. The average acceptance rates and standard deviations of the device and body-based
gestures are shown in Figure 3.11.

It is possible that respondents found device-based gestures more acceptable because these
include the visibility of the device itself. Device-based gestures provide clear indicators for
audience members that a performer’s actions are directed towards the mobile interface as
part of some interaction. However, there were some body-based gestures with high levels
of acceptability. Foot tapping, for example, had an acceptance rate of 88% based on audience.
This gesture utilised subtle, everyday movements. The ability to disguise gestures as everyday
activities is one way that body-based gestures can become more acceptable.

3.2.3 Discussion

This survey demonstrated that individuals take into account location and audience when de-
ciding to interact with a gesture-based interface, having a significant effect on which gestures
were acceptable based on these factors. The results indicate that location and audience, which
have already been used to describe behaviour in public places (Goffman, 1990), have a signif-
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Figure 3.12: p values for pair-wise comparisons of device versus body-based gestures. p <
0.003 are significant, adjusted for Bonferroni’s correction.
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Figure 3.13: Effect sizes for pair-wise comparisons for device versus body-based gestures. Val-
ues 0.5 and over are considered large effect sizes. Effect sizes for non-significant comparisons
are not reported.

53



icant influence on gesture usage and acceptance as part of a mobile interface. Locations that
provided respondents with more privacy were more likely to have higher acceptability rates
than those that did not. With respect to audience, respondents were more likely to perform
gestures in front of familiar audiences. Gesture type also influenced respondents’ willingness
to accept gestures as part of a mobile interface. Device-based gestures, which provided visual
cues to spectators about the performers’ actions, were more likely to be used than body-based
gestures. Because the device is visible during these gestures, respondents felt more comfort-
able with the idea of performing these gestures because their actions would be more easily
understood by spectators. The ability to demonstrate a gesture or action is part of a mobile
device plays in important role in gesture acceptability. Although this work shows that a visible
device is good at ‘demonstrating’ the interaction, other methods of demonstrating interaction
could be developed to improve the acceptability of new interactions that do not require users
to hold a device. For example, interactions that are reactions to some noticeable action, like a
ringtone, could demonstrate the purpose of the interaction without using the visibility of the
device.

This survey also demonstrated the fact that the social acceptability of gesturing in certain lo-
cations is often heavily coupled to the typical audiences expected in those locations. People
expect the pavement to be full of strangers and expect their partner or family members to be in
the home. These issues indicate that survey questions should present a more clearly defined
situation by combining location and audience. Looking at these factors together in different
combinations would allow survey questions to explore more thoroughly the effect that specta-
tors have on interaction. For example, the second survey described in this chapter looks at how
familiar audiences might make respondents more comfortable performing gestures in highly
public locations. If you are performing a gesture on the pavement, does having your friends
with you make this significantly more comfortable? When you are performing a gesture at
home, does being alone versus with family make a significant difference to the acceptability
of that gesture? Another interesting issue comes out of more unusual combinations of loca-
tions and audiences, such as unfamiliar audiences in highly private or personal locations. For
example, how acceptable is it to perform some gesture at home alone versus at home when
entertaining work colleagues? The combination of different locations and audiences studied
together allows for a richer understanding of context and social norms and standards.

While these survey results provide an interesting insight into the social acceptability of ges-
tures, they are based on imagined situations rather than real ones. The survey method is a use-
ful tool for gathering early responses, but respondents are asked to imagine a given context
without having the chance to actually perform the gestures in those contexts. Additionally,
while these results provide some interesting insights into which gestures users find accept-
able, this quantitative survey does not examine why some gestures are acceptable while others
are not. The following study builds on these results in order to explore the aspects of ges-
tures that were liked or disliked, the experience of performing in different locations, and how
preferences developed through multiple experiences.
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Figure 3.14: Gestures used in the on-the-street user study.

3.3 On-the-Street: Bringing interactions into realistic settings

Eight gestures from the previous gesture survey were investigated in this ‘on-the-street’ user
study. These were chosen to include four body-based gestures and four device-based ges-
tures. For both gesture categories, two acceptable and two unacceptable gestures were chosen
in order to collect responses about why users liked and disliked the interaction techniques.
Acceptability was determined using the acceptance rate for each gesture from the initial ges-
ture survey. Unacceptable gestures were those with comparatively low acceptance rates as
compared to other gestures of the same type. These are shown in Figure 3.14.

3.3.1 The Study

Study participants each attended three individual user study sessions. These sessions were
spaced one week apart and lasted roughly one hour each. These repeated sessions were
completed in order to better understand how gesture usage over time affected participants’
opinions with respect to gesture preferences, emotional comfort and sustainability of interest.
During each session, participants were asked to perform repetitions of each gesture in both a
private indoor and a public outdoor setting. These settings were chosen to reflect two signif-
icantly different locations with respect to gesture acceptance rates from the previous gesture
survey. The indoor setting consisted of a private room in the university with a desk and chairs.
For the outdoor setting, participants stood in a public location on the pavement near a bus stop
and an underground station on a busy city street, as shown in Figure 3.15. After completing
the experiment in each setting, each participant completed a semi-structured interview in the
indoor setting. Gesture order and setting order were randomised for each participant.

During each session, participants used an application that prompted gesture performance and
logged accelerometer data. The accelerometer data was used to determine the amount of en-
ergy, in the form of acceleration, used during each gesture repetition. This information was
collected to better understand how objective measures of energy compared to user preferences.
The application used for this study ran on a Nokia N951, a standard mobile phone. It utilised
the internal accelerometer to log device-based gesture movements and an external SHAKE
sensor pack2 to log accelerometer data for the body-based gestures. The external sensor pack,

1More information: http://europe.nokia.com/support/product-support/nokia-n95
2More information: http://code.google.com/p/shake-drivers/
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Figure 3.15: Outdoor setting for user study. Experimenter on left, participant on right on a
busy city street.
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Figure 3.16: Left: SHAKE device shown with a fifty pence piece. Right: SHAKE worn on the
wrist.

roughly the size of a matchbox, contains an accelerometer, magnetometer and gyroscope that
can be accessed through a Bluetooth connection (Figure 3.16, left). The SHAKE was attached
to the wrist for the wrist rotation and nose tapping gestures (Figure 3.16, right), attached to the
shoe for the foot tapping gesture, and attached to headphones worn during the head nodding
gesture.

For each gesture, the phone application played a short video demonstrating how the gesture
should be performed. Once the video was complete, the name and description of the current
gesture appeared on screen until the participant was ready to begin the gesture repetitions.
The names and descriptions for the subset of gestures used in this on-the-street study were
taken from the text used in the first survey study, as shown in Figure 3.1. Between repeti-
tions, scrolling text was used to provide users with a short reading task, lasting roughly 10-15
seconds. Participants were told this was meant to appear as though they were reading text
messages or checking email on the phone. Additionally, this gave participants a simple task to
complete between repetitions so that gestures were not completed rapidly in quick succession.
The application would prompt participants to perform a repetition of the current gesture by
flashing a white screen with the gesture name. After completing five repetitions of the gesture,
participants would continue on to the next gesture until all eight were completed. During the
study, participants were told to perform the gesture based on their interpretation of the video
and the textual descriptions. The experimenter offered no advice on ‘correct’ performance, al-
ways advising the participants to view the video or read the description if they had questions
about a gesture.
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3.3.2 Results

Throughout the course of the study, the results were collected in the form of accelerometer log
files, observations, and semi-structured interviews. Eleven participants completed this study
for a total of 33 participant hours. Participants were aged from 21 to 28, comprised of 4 females
and 7 males.

Why Gesture? Preferences and Rationales

This study aimed to better understand why users might accept or reject gestures for use in
everyday life. During the interviews following each user study session, participants described
the reasons why they liked and disliked gestures. These results provide an important insight
into how users might accept gesture-based interaction into their daily lives, listed in order
from most to least commonly discussed.

Subtle Movement – Gestures that were small or unobtrusive such as phone tapping or foot
tapping, were more comfortable for study participants. The ability to perform visually small
gestures and hide performance was the most popular reason for finding a gesture acceptable.
For example, one participant stated that “considering what we were doing, the most important
part was that it wasn’t drawing unnecessary attention to what we were doing, some of the
other gestures were.”

Looks or Feels Similar to Everyday Actions – Those gestures that were familiar in feeling or
appearance were more accepted by study participants. This included actions that are literally
like everyday movements, such as foot tapping, and actions that are metaphorically like ev-
eryday movements, such as shaking a phone. For example, one participant stated that “foot
tapping looks very similar to what you do normally anyway. You’d probably be tapping your
foot if you were listening to music or something.” Another example was a gesture that felt
like an everyday action, such as the shaking or rhythm gestures. One participant described
these as “natural movements, they were things you’d do anyway, like shaking a juice bottle
to mix it up.” This result shows how everyday actions could make acceptable mobile phone
interactions.

Similar to Existing Technology – Some of the gestures, such as screen tapping and rhythm,
were described as similar to touchscreen and tilt-based interfaces. This ability to relate the per-
formance to existing technology made these gestures more acceptable to use. For example, one
participant stated that “tapping the phone is quite comfortable because we use touch phones
anyway, it’s more understandable.” Even though the phones used in this study were not touch
sensitive devices, tapping the screen was still an acceptable gesture. With respect to tilt-based
interfaces, one participant stated that “I haven’t used them [iPhone applications], I have seen
people using them. I suppose for both the iPhone and things like the [Nintendo] Wii, they are
not necessarily used on the phone, they’re kind of, part of public consciousness of ways you
can interact with something.” Being able to relate interaction to existing technology in order
to explain the interaction to spectators was an important aspect of acceptable performance.

Enjoyable Movement – Gestures that provided a high amount of satisfaction from the actual
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feeling or appearance of the gesture itself were more acceptable and even desirable to perform.
One participant described how enjoyable the rhythm gesture was, stating that “I don’t know,
I just fell for it.” This participant went on later to describe the rhythm gesture as “quite funky,
and it’s quite cool, to dance or something, move your hand up and down... The business men
and well off people, I don’t know if they would be able to use all of those gestures, but cool
people, they would, and they would be happy to use it.” This result shows that an element
of enjoyment or playfulness in a gesture can make it more acceptable and motivate users to
perform gestures rather than hide them.

Participants also described gestures that they disliked and provided reasons for their opinions.
The following reasons were reported for feeling uncomfortable about gestures, listed in order
from most to least frequent.

Looks Weird or Attention Seeking – Gestures that required the participant to perform large
or noticeable actions were the most commonly disliked gestures. For example, one participant
stated that “the shoulder tap, nose tap, and head nodding were all quite attention seeking. I
was actually aware that someone looked at me when I was tapping my nose, I thought that
must seem a bit strange.” The participants’ perceptions about spectators undesirably taking
notice of their actions made gestures much less comfortable to perform.

Physically Uncomfortable – Some gestures, including head nodding, foot tapping, and wrist
rotation, required the participant to move their body in a way that was described as uncom-
fortable. For example, one participant stated that “the shoulder tap I did not like that one at all.
That was uncomfortable. It was like the foot tapping as well, it was uncomfortable.” Although
it is clear that uncomfortable gestures are undesirable, it was surprising which gestures were
described as uncomfortable.

Interferes with Communication – Participants disliked the head nodding gesture because it
might be distracting or confusing to use during a conversation. One participant stated that “I
think the head nodding is particularly weird because the head is the primary means of com-
municating with other people so people look at your head first of all.” Gestures that might
interfere with communication were uncomfortable because of undesirable reactions from spec-
tators.

Uncommon Movement – Gestures that do not naturally occur in daily life, such as the shoul-
der tapping, were disliked. For example, one participant stated that “it [shoulder tap] was just
a very unusual gesture, I can’t imagine a context in which the shoulder would make any sense
at all.” These kinds of gestures were undesirable, however they are often the gestures used in
interfaces because of the lowered risk of false positive gesturing occurring in daily life.

These motivations for accepting and rejecting gesture-based interaction provide some insight
into the results of the previous survey. In many cases, participants focused on the visual as-
pects of gestures when determining the acceptability of a given gesture. Many of the reasons
participants described for both liking and disliking gestures were based on the imagined reac-
tions of spectators. For example, participants liked gestures that were subtle, not easily noticed
by spectators, and did not draw attention the the performer. In other cases, participants liked
gestures if the visible aspects of that gesture could be blended into everyday actions, such as
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foot tapping.

Less frequently, participants cited personal aspects of the experience of performing as the rea-
sons for liking or disliking gestures. For example, the enjoyment of performing gestures play-
fully was one of the few reasons for liking a gesture that focused on the personal experience
but represents an important consideration. As these results show, the physical experience of
performing can make interactions fun through playfulness, cool for early adopters, or sneaky
for those trying to hide their actions.

Public and Private: How Audience Affects Gesture Usage

Following from the survey, this on-the-street study looked more specifically at why partici-
pants feel so different in public versus a private locations. During each interview, participants
were questioned about their opinions of the indoor compared to the outdoor setting. While
three participants reported that they felt indifferent about these settings, the remaining eight
said the settings were very different. Of these eight, seven specifically reported that the out-
door setting was less comfortable than the indoor one.

Participants discussed their awareness of the audience around them in the outdoor setting,
sometimes mentioning a general discomfort performing gestures outside, or mentioning spe-
cific instances where they became aware of others watching them. For example, one partic-
ipant stated that “being inside is more comfortable, you don’t have people wondering what
you’re doing.” Another participant stated that “there was one time when somebody turned
around and looked at me when I was tapping my nose.” These experiences with spectators
were important because participants gathered feedback from the reactions of spectators and
adjusted their behaviour based on those reactions.

Participants discussed how the awareness of others around them affected the way they chose
to perform the gestures. Because this user study only logged gesture performance without
completing gesture recognition or providing feedback about ‘correctness,’ participants were
able to change their performances depending on their own preferences or comfort. For exam-
ple, one participant stated that “the nose tapping, when I was outside, I kind of disguised it
as a scratch or pushing my glasses up.” While some participants took advantage of the ability
to disguise movements while outside, others actually changed their manner of performance
by completing the gesture more quickly or with smaller movements. For example, one partic-
ipant stated that “I would tend to do them a bit more quickly, just to get it done. Not to look
like an idiot too much.” These adjustments made users feel more comfortable, and represent
a need for flexibility in gesture recognition in different contexts. Some participants reported
that the outside location was more uncomfortable for specific gestures. For example, one par-
ticipant stated that “it felt a bit more conspicuous outside, especially when you are doing the
head nodding gesture.” This demonstrates the importance of selecting appropriate gestures
for different contexts.
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Figure 3.17: Gesture rankings from both the survey and the on-the-street study and energy
measures. Energy units are arbitrary but consistent between measurements.

Energy and Gesture Ranking

Each gesture was given two rankings: one based on the previous survey results and another
on the user study, ranging from 1 to 8, as shown in Figure 3.17. The survey ranking was deter-
mined using the average acceptance of the eight gestures based on audience. Rankings from
the user study were determined by subtracting the number of negative mentions from the
number of positive mentions for each gesture from interview transcripts. By comparing the
top three and bottom three ranked gestures from each study, the results show that these are
nearly identical, with the exception of rank 3, which was held by foot tapping in the survey and
wrist rotation in the user study. These similarities show that the survey was effective in pre-
dicting highly acceptable and unacceptable gestures. Even though the survey revolved around
imagined situations, respondents were able to provide accurate responses when shown videos
and questions, as verified by the reported preferences when participants performed gestures
in real settings in the on-the-street study.

An objective measure of energy was calculated using the accelerometer data for each gesture
based on the derivative of acceleration over the time spent performing the gesture. The energy
measurements from the on-the-street study are shown in Figure 3.17. Surprisingly, these re-
sults show that there is no correlation between energy and ranking, where gestures requiring
high amounts of energy and movement could be more acceptable than those requiring little
movement. The subtlety of a gesture was not necessarily a matter of energy required to com-
plete it, but also depended on the visual appearance of the gesture, the perceived meaning,
and the ability to perform the gesture in an acceptable manner. For example, screen tapping
was the most popular gesture and had the lowest energy level, but foot tapping, the third most
popular gesture, had the second highest energy. It is not the energy required to perform a ges-
ture that makes it acceptable, but a variety of factors such as visibility, perceived meaning, or
physical comfort.

Completing surveys of social acceptability provides useful insights that can be incorporated
into early stages of design. For example, a relatively simple survey can rule out unacceptable
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gestures before time is spent on the implementation of gestures that might never be used
due to poor acceptance. Video prototypes can be created early in the design process to test a
divergent set of interactions before any implementation has begun. This survey is best used as
a preliminary evaluation because it can only provide limited ranking information, with more
in depth qualitative studies required to better understand why a given interaction is liked or
disliked.

Changes Over Time: Developing Gesture Preference

Multiple trials were completed in order to better understand how opinions of the gestures
changed over time and which experiences influenced those opinions. After each session, par-
ticipants were asked to compare their experiences to previous sessions. After the second ses-
sion, nine of eleven participants stated that they felt the gestures were more acceptable than
their first experience. Eight participants stated that they felt greater levels of comfort, and one
reported greater confidence during the second session. Interestingly, participants described
these greater levels of comfort when objective measures of energy indicated that gestures were
performed in a similar manner across repeated trials. One participant reported that “I was
more comfortable, now I’m used to doing gestures. I know what to expect.” Participants felt
more comfortable during the second session because they remembered positive experiences
from the previous session. These experiences helped participants feel more confident that
they would not become embarrassed during the subsequent trials. For example, one partici-
pant stated that they had “a greater familiarity with them [gestures], more comfortable doing
them as well. It’s not so new and unknown from last time. I know what it’s like to touch
my nose in public surroundings.” When asked why the second session was different, another
participant stated that “I think having the experience of actually performing the gestures. I
knew it wouldn’t cause me any undue concern, it was just a more comfortable experience
overall.” Participants performed an action, gathered feedback from the responses of others,
and therefore had more information to work with in subsequent performances. After just one
experience, participants were more comfortable using the gestures on a busy city street.

Gesture preferences also changed in the second session compared to the first session. One
participant stated that there was a “clearer distinction between which [gestures] I liked best
and which I disliked.” Other participants stated that specific gestures became more acceptable.
For example, one participant stated that “some of them, like the shoulder tapping or nose
tapping, felt less awkward this time than they did last time. Maybe if I kept using them they
wouldn’t feel as strange.” The continued exposure to these gestures allowed participants to
develop clear preferences. After the third session, ten of eleven participants reported positive
benefits from repeating the gestures, with all of these participants specifically reporting greater
comfort in performing the gestures.

3.3.3 Discussion

This user study explored the initial reactions the participants developed when given the op-
portunity to perform gestures in different settings. Although the rationales discussed are
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helpful in understanding more about acceptance and rejection, there is a significant overlap
between these reasons where some gestures could be described as both acceptable and unac-
ceptable. For example, the desire for enjoyable, playful movements is in direct opposition to
the desire for subtle movements. With the enjoyable movements, there is an element of taking
pleasure in the display of the gesture and a desire for others to notice. Similarly, the need
for gestures to be familiar opposes the need for gestures not to interfere with communication.
Many of the gestures that users might be familiar with are those that commonly occur within
the context of speech, such as head nodding. A head nod directed towards a mobile interface
could easily be mistaken by spectators as part of the current conversation and cause confu-
sion. Designers should begin with a divergent set of possible interactions and complete an
initial evaluation based on the criteria here. In this way, these reactions and rationales provide
designers with a basic criteria for evaluating gestures early in the design process.

The rationals described above might help designers choose more acceptable gestures, but of-
ten present challenges for implementation. For example, participants discussed how subtle
movements were much more acceptable but these movements are inherently harder to detect
using both inertial and visual gesture recognition. Another issue described by participants
was the poor acceptability of actions that do not occur in everyday life. However, from an
implementation perspective, these are highly desirable actions because of the reduced risk
of accidentally performing the gesture. These kinds of gestures are often used when dealing
with the segmentation issue (Strachan et al., 2007): knowing when intentional gesturing begins
and ends. This is often dealt with by using a gating gesture, which is usually an uncommon
movement in order to avoid false positive recognitions. These issues highlight considerations
designers must make to create a system that is both acceptable and robust.

Based on the results of this user study, two design considerations are recommended when
completing user studies of social acceptability. Because differences were observed between the
first and second trials, this thesis recommends completing at least two trials when evaluating
for social acceptability because users will develop preferences and change their acceptance
rates after multiple trials. Additionally, this thesis suggests that such trials be completed in
real world settings, rather than lab ones. Study participants based the vast majority of their
opinions and feelings about the gestures based on the spectators and experience of the outdoor
setting. Gathering the experiences of performing gestures in real settings allowed participants
to report more in-depth opinions of the gestures, using real social experiences to explain their
opinions. Completing multiple trials in real world settings provided insights into experience
and acceptability that would not have been possible in a single trial lab evaluation.

This study was designed to look at gestures specifically outside of the context of an actual
application or activity. This was beneficial to the results because feedback provided by par-
ticipants was not influenced by factors such as gesture appropriateness in the application or
usefulness of the application. For example, if the study had used a web browsing application,
the results could be influenced by participants’ familiarity with mobile browsing, their desire
to use browsing on the go, and the appropriateness of the gesture to the application. These
issues represent a very different problem than simple acceptance of a gesture, but rather look
at adoption of the gesture within the greater context of an application. Although these issues
are certainly important, and will be investigated in great detail in the next chapter, this study
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was looking specifically at acceptance and rejection. One problem with this decision is that
these results did not look at how motivation can affect social acceptability. For example, if a
phone starts ringing at an undesirable moment such as during a meeting, would users be more
willing to do a less acceptable gesture if that guaranteed the phone would immediately go to
silence? The role of motivation is an important aspect to adoption, but was not investigated in
these studies of acceptance.

The design of this user study successfully tackled several key concerns about initial acceptance
of gesture-based interaction. Participants had the opportunity to perform gestures in both a
public and a private setting. Although the public setting was relatively controlled given that
the experimenter was always present and the participant went through a highly formalised se-
ries of actions, it still gave users a real world experience that would not have been possible in
the lab. Completing even highly controlled studies in real world settings allows users to expe-
rience performance with the real and often surprising reactions from spectators. However, one
problem with these highly controlled use studies is that the presence of the experimenter influ-
ences the participant. For example, the participant might feel obligated to perform whatever
actions required for the study even if they personally find them embarrassing. Participants
might be more confident performing these actions because the presence of the experimenter
makes clear to spectators that the participant’s actions are part of some study. This is a difficult
issue to deal with because the experimenter must often be present for ethical reasons and to
monitor the progress of the study. Participants were also given multiple chances to experience
the gestures, and their opinions changed over time as they gathered more experience with the
gestures and performing in public.

3.4 Becoming Multimodal: Reactions to Gesture and Voice In-
terfaces

The second survey completed as part of understanding acceptance of new interaction tech-
niques extended the first survey in three ways. First, this survey included both gesture and
voice-based interaction. Second, this survey organised gesture and voice commands into more
fine grained categories in order to look in more detail at some of the aspects of these interac-
tions. Finally, this survey used more specific contexts by presenting combinations of locations
and audiences rather than examining them separately. These changes to the survey allow
for a greater understanding of the relationship between location and audience and apply this
method to a broader range of interaction techniques.

3.4.1 The Survey

This survey adopted a more detailed organisation of categories based on observable features
of the interaction techniques for gestures and speech than the previous survey. With respect to
the gestures, four categories were used: emblematic (Kendon, 1997), device-based, arbitrary
(Nespoulous et al., 1986), and body-based. Emblematic gestures refer to those gestures that
have a widely accepted meaning outside of the context of speech, usually within a given cul-
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Body-BasedHead Nodding

Wrist Rotation Body-Based

Open Palm Arbitrary

Hook Finger Arbitrary

Device Flick Device-Based

Device-BasedDevice Stroke

EmblematicShrugging

Peace Sign Emblematic

CategoryGesture

Non-speechPopping

Clicking Non-speech

Doo Doo Doo Non-speech

Buzzing Non-speech

Say "That's Nice" Speech

SpeechSay "I'm Fine"

CommandSay "Lock"

Say "Close" Command 

CategoryVoice

Figure 3.18: Gestures and Voice commands used in the survey organised by category.

ture (Kendon, 1997). For example, a ’thumbs up’ gesture can easily be interpreted to mean
’good’ without any accompanying speech. Arbitrary gestures are gestures or hand positions
that to not have a clear meaning outside of the context of speech (Nespoulous et al., 1986).
These may be gestures that have multiple interpretations that could be disambiguated in the
context of speech or simple hand positions with meanings that must be learned. The device-
based gestures are those that involve directly manipulate a device, such as shaking the de-
vice. Body-based gestures are movements of the body that do not directly involve manip-
ulating a device, although external sensors might be used to sense these gestures. Between
these categories, there will be some amount of overlap where gestures may belong to multiple
categories. In these cases, gestures have been put in the category with the best fit possible.
With respect to the voice commands, three categories were used: command, speech, and non-
speech. Command inputs include one word commands that related to phone tasks, such as
‘call’ or ‘lock’. Speech inputs included short, commonly said phrases. Non-speech inputs in-
clude a variety of vocalisations and sounds, some of which occur normally in everyday life,
such as whistling, and some of which do not like buzzing or popping. From each command
category, two gestures or voice commands were selected, with the exception of non-speech
sounds where four were selected, to make a set of sixteen commands for use in this survey.
These are shown in Figure 3.18.

Similar to the previous survey, this study used video prototypes and multiple choice questions.
A screenshot of the gesture video and survey question layout can be seen in Figure 3.19. These
videos portrayed a male actor in a plain setting where respondents were asked to imagine the
contexts where they might perform the given interaction techniques. For each gesture or voice
command, the survey webpage displayed the title of the video and a short textual description
of the current interaction technique while the video was played on a loop below. For each
video, the survey respondents were asked to answer the following six questions:

How acceptable do you feel it would be to perform this command:

• while on the sidewalk or pavement with strangers;
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Please rate the statements below based on how acceptable you feel it would be to perform this command in the given
scenario.

Totally
Unacceptable Unacceptable Slightly

Unacceptable Neutral Slightly
Acceptable Acceptable Perfectly

Acceptable

Performing this command while on the
pavement or sidewalk with strangers?

Performing this command while on the
pavement or sidewalk with friends?

Performing this command while at
home with family?

Performing this command while at
home alone?

Performing this command as a
passenger on a bus or train with
friends?

Performing this command as a
passenger on a bus or train alone?

  Comments
  Please add any comments you have about the command or your responses here.
  

Submit Answers

G A I M E
P r e v i o u s  | N e x t  | Q u i t

Participant ID: 1093

Device Flicking
Whip-like movement of hand while holding a mobile device.

This is video 1 of 16.

Gesture Survey 2009

Social Acceptability Survey http://juliericowilliamson.com/research/video_response.php

1 of 1 04/10/2011 10:59

Figure 3.19: Screenshot of the survey video and questions.
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• while on the sidewalk or pavement with friends;

• while at home with family;

• while at home alone;

• as a passenger on a bus or train with strangers;

• and as a passenger on a bus or train with friends.

For each question, survey respondents were asked to select a choice from a 7 point Likert-type
scale based on levels of acceptability. Respondents could also leave comments and feedback
in a text field. These questions were chosen to cover a set of common places where mobile
phones are used and look at those settings when there are different spectators present. The
full survey can be seen in Appendix A.2 and the video prototypes can be seen in Appendix B.

3.4.2 Results

The survey included responses from 65 respondents, ranging in age from 17 to 72. 57% of
respondents were under the age of 30 and 77% under the age of 40. Of the respondents, 55%
were male and 45% were female. The majority of participants, at 72%, were currently living in
Britain. The survey lasted for a total of two weeks, with participants being recruited through
email and social networking websites.

Gesture and Voice: Modality Preferences and Rankings

The results of this survey showed how voice-based commands compared to gesture-based
commands with respect to social acceptability in different contexts. This survey also showed
how each gesture and voice command category ranked relative to each other when survey re-
sponses were grouped by category. Figure 3.20 shows the responses grouped by command cat-
egory for both gesture and voice categories when performed on the pavement with strangers.
This comparison shows how different categories of commands ranked with respect to accept-
ability.

Figure 3.21 shows pair-wise comparisons between interaction categories using the Wilcoxon
Signed Rank test, with the effect sizes shown in Figure 3.22. These results show a clear pref-
erence for gesture-based interaction over voice-based interaction. Device-based gestures were
significantly more acceptable than every other interaction category, and non-speech inter-
actions were significantly less acceptable than every other category except the speech cate-
gory. For device and non-speech interactions, the effect size for these significant differences
was large for every comparison except the non-significant difference between non-speech and
speech. Command-based interaction was the highest rated voice category, being significantly
less acceptable than device and body-based gesturing. Speech-based interaction was signifi-
cantly less acceptable than device, body, and emblematic gestures and non-speech interaction
was significantly less acceptable than all gesture interaction categories.
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Figure 3.20: Survey gesture and voice commands grouped by category while performed on
the pavement in front of strangers.
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Figure 3.21: Pairwise comparisons for significant differences between categories while per-
formed on the pavement in front of strangers. Values of 0.002 and below are significant ad-
justing for Bonferroni’s Correction.
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Bus Alone vs. with Strangers
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Home Alone vs. with Family
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Figure 3.23: Comparison of audience types for different locations with p values and effect
sizes. Effect sizes 0.5 and greater are considered large.

Familiar Audiences

The results of this survey show the effects that familiar versus unfamiliar audiences have on
the acceptability of multimodal interaction techniques in different locations. Using the non-
parametric Wilcoxon Signed Rank Test for correlated samples, the results show that the perfor-
mance of multimodal interaction was significantly more acceptable in front of familiar audi-
ences as compared to unfamiliar audiences for each location investigated in the study. Figure
3.23 shows the p values and effect sizes for these tests.

When performing in front of friends, even in a highly public location such as a busy pave-
ment, acceptability increased significantly as compared to performing in front of strangers.
For example, arbitrary gestures increase in acceptability by 16% when performed in the pres-
ence of friends on a busy sidewalk or pavement. These gestures, which have a relatively low
acceptance rate of just 30% on the pavement with strangers, do not provide clear visual cues to
spectators and therefore are more uncomfortable to perform in front of unfamiliar audiences.
Even gestures with relatively high acceptance rates, such as device-based gestures at 68% ac-
ceptance on the pavement with strangers, benefited from being performed in front of familiar
audiences, increasing in acceptability by 11%. These results demonstrate more clearly how the
audience affects social acceptability.

An interesting aspect of these results can be seen in the effect size for acceptability on the
bus with friends versus with strangers. Although 0.6 is still considered a large effect size,
this category has the smallest effect size of the three locations. One explanation of this is that
on a bus or train, the audience is sustained rather than transitory. This means that audience
members can continue watching a user for the entire journey, making users more self conscious
of their own performances even when with friends. This distinction between sustained and
transitory spectators illustrates another aspect of audiences that affects social acceptability and
acceptance.

3.4.3 Discussion

The results of this survey show how locations and audience affect social acceptability, looking
at specific combinations of locations with both familiar and unfamiliar spectators. Even in
highly public settings, the presence of familiar spectators, for example performing an action
on the pavement with strangers as compared to being on the pavement with friends, increases
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the acceptability of performing multimodal interactions. Although a familiar audience repre-
sents one of the factors of location and context that affect social acceptability, familiarity with
the location itself may also affect acceptability. For example, a commonly walked route to
the grocery store might be considered familiar and therefore a more acceptable location for
multimodal interaction than another route that is in an unfamiliar area of town.

This survey also compares the relative acceptability between using gestures or voice-based
commands. Overall, gesture-based interactions had higher levels of acceptability than voice-
based interactions. This survey does not reveal why gestures might be more acceptable than
voice-based interactions, but design of interactions with respect to the demonstration of the
purpose and meaning of voice-based commands could increase acceptability. For example, the
videos used in this study did not make use of a device as part of the voice-based interaction but
the acceptability of these interactions might be increased if the actor wore a Bluetooth headset
or was portrayed talking into a phone. Considering how voice-based interaction could be
demonstrated as part of an interface could significantly improve the acceptability of voice-
based interactions in public spaces.

The results show that familiar audiences make performing gestures or voice commands sig-
nificantly more acceptable. As a way of encouraging interaction, the presence of familiar spec-
tators could become an important consideration for design. For example, interfaces that are
designed to be used socially and collaboratively, such as the Social Gravity system (Williamson
et al., 2010), could have increased social acceptability because users are performing together.
These kinds of multimodal systems could be designed such that they support both individual
and collaborative interaction, so that familiar audiences are not just spectators but can become
performers as well. This kind of interaction, where the user changes roles fluidly between
performer and spectator (Leong et al., 2011), might not only provide an engaging experience
but also increase the acceptability of new interactions.

3.5 Conclusions

This chapter explores the initial acceptance of multimodal interaction techniques through two
surveys and a user study. These studies focus on location and audience as significant factors
that influence social acceptability. The first survey evaluated a set of eighteen gestures with
multiple choice questions that looked at location and audience independently. This was fol-
lowed by an on-the-street user study where participants were asked to perform eight gestures
in both an indoor private setting and an outdoor public setting over three sessions. Finally, a
second survey was completed that looked at gestures and voice-based interactions, building
on the first survey by using questions that combined location and audience. The results of
these studies demonstrate some of the factors that influence acceptance and propose recom-
mendations for the evaluation of multimodal interaction acceptability.

The first survey demonstrates how respondents ranked the acceptability of performing dif-
ferent types of gestures in different locations or with different audiences. This survey also
demonstrates the significantly higher acceptability of device-based gestures, indicating that
the survey respondents felt that the visibility of a device made those gestures more acceptable.
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Demonstrating the purpose of interaction for spectators not only increases social acceptability
but also contributes to the spectator experience. The on-the-street study presents participants’
rationales for liking and disliking gestures. Participants in the on-the-street study described
the desirable visual aspects of the gestures as playful, cool, or embarrassing aspects of inter-
actions, and how gestures could be hidden as everyday actions. The second survey looked at
both gesture and voice-based interaction, with survey questions that focused on the effect au-
dience has on acceptability. The presence of familiar spectators made interaction significantly
more acceptable in the locations evaluated in this survey. This indicates that performative
interaction could be made more acceptable by interfaces that support collaborative or social
interaction. Each of these studies presents some of the initial reactions these users had when
evaluating these interaction techniques.

These results provide researchers with concrete tools that can be used to evaluate social accept-
ability early in the development process. The first survey, which utilised video prototypes and
basic multiple choice questions, was validated by the on-the-street user study that involved
participants actually performing gestures in different locations. Even though the first survey
responses were based on imagined situations, respondents were able to provide ranking data
comparable to that from the qualitative on-the-street user study. The ranking data collected
in the gesture survey could be used to rule out unacceptable interaction techniques before im-
plementation and save valuable time and effort. The on-the-street user study demonstrates
two important techniques for completing user evaluations of social acceptability. Multiple ex-
posures to a new interaction technique are important when determining social acceptability.
After one good or bad experience, participants’ opinions of social acceptability began to sta-
bilise. This study also shows how important realistic experiences are when collecting qualita-
tive data about experience. Participants often described their experiences and opinions based
on the public outdoor location, which would not have been possible without completing the
study in a realistic setting.

The results of these three studies present two clear trends. Firstly, that users are highly con-
cerned about the visual aspects of performing in public and take this into account when de-
termining social acceptability. Secondly, that users are concerned about the best possible way
of using these ’visual aspects’ to demonstrate the purpose of their performance and give some
meaning to the actions. The next chapter will explore these issues in more detail, examin-
ing how users place multimodal interaction techniques into context and how users develop a
multimodal performance in situ.
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Chapter 4

Exploration and Decision Making
in Interface Adoption

4.1 Introduction

The adoption of technology, for the purpose of this thesis, can be understood as usage going
beyond simple acceptance, where the purpose of interaction begins to play a role in how in-
dividuals evaluate that technology. Where the previous chapter looked at the acceptance of
multimodal interaction outside of a usage context, this chapter looks at the adoption of mul-
timodal interaction techniques by placing these interactions into real world scenarios and al-
lowing users make decisions about how the interactions should work. This decision process,
where users are examining how interactions should map to activities and applications or how
interactions should be performed and interpreted, is the focus of the studies presented in this
chapter.

While much of research revolving around technology adoption looks at adoption on larger
social scales such as the technology adoption life cycle and diffusions of innovation, as de-
scribed by Rogers (2003), this chapter explores adoption on an individual scale by looking at
early adoption. With respect to multimodal interfaces, this thesis argues that it is important
to evaluate how well an interaction fits with an application. A user of a system should be
able to easily make sense of how an interaction works and have a good cognitive model of the
relationship between actions and results in a multimodal interface. For example, a loud or dis-
ruptive input technique might be a poor mapping to the task of silencing a mobile phone. This
‘appropriate fit’ should make sense both from a usability perspective and an experience per-
spective, where usability refers to the objective measures of accuracy or speed and experience
refers to the perceived usefulness and appropriateness of the interaction. Additionally, because
many multimodal interactions require users to adopt highly visual or audible behaviours, the
performativity of these actions plays an important role in adoption.

This chapter explores the adoption of multimodal interfaces through two studies. The first
study looks specifically at performativity in multimodal interfaces where pairs of participants
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were required to create their own multimodal performance in situ in different locations. The
results of this study show the kinds of performances participants generated, their motivations
for performing differently in different locations, and how they imagined their fellow partici-
pant performing. The second study looked more specifically at how users apply multimodal
interaction to different usage scenarios in a focus group setting. This study also looked at age
as a factor affecting interface adoption. Together, these studies explore how and why users
choose to adopt new multimodal interaction techniques when placing them within a specific
application area in real world contexts.

4.2 Exploring Multimodal Performance in Real World Settings

The purpose of this study was to investigate how participants might choose to perform multi-
modal interactions in real world settings, examine the social acceptability of that performance,
and understand more about the user experience of performing within an application context.
To address these concerns, participants were required to generate multimodal input in situ in
public and private locations using a mobile remote awareness application with a partner over
repeated trials. However, although the application in this study was based around remote
awareness, the purpose of this application was not concerned with the meaning or intention
behind communications. This application was designed to support divergent multimodal in-
puts, create the experience of performing in different settings and participate as a distant au-
dience member for a familiar other’s performances.

This application, called MuMo, included a visualisation of a virtual fish tank where each user
was represented by a fish in the tank that could be controlled using multimodal input. Users
generated input by interacting with a small prop embedded with sensors. MuMo was de-
signed to explore the issues of performance and the usage of props when the user was per-
forming for two different audiences: one audience was the fellow participant watching the
performance through the fish tank visualisation and the other was the immediately co-located
spectators watching the live performance without necessarily being aware of its purpose or
the interface itself. This application used highly flexible input methods, where participants
were required to create their own performance style in real world locations using gesture and
voice. Using this application, users were free to create a variety of performances to suit their
current context and could participate as an audience member by watching the visualisation,
where divergent imagined interpretations of the visualisation were possible. The possibility
of this kind of extravagant performance (Jones, 2011) creates the opportunity for expression
and imagination in real world contexts.

4.2.1 The MuMo Application

In the MuMo application, participants were each represented by a fish in a virtual fish tank,
as shown in Figure 4.1. This visualisation could be seen as an animated background on
each users’ mobile phone and controlled using multimodal input. The application used a
server/client architecture where each client updated the server with its current input values
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Figure 4.1: Screenshots of MuMo application as an active wallpaper. Left shows fish tank
visualisation as wallpaper, right shows visualisation with phone widgets.

and pulled updates from every other user from the server roughly once per second. Thus,
users could see the effects of their own actions in the visualisation alongside those of their
fellow participants. Participants were told they could use gestures or motions to make their
fish swim faster or use audio and voice input to make their fish blow more bubbles. In each
case, the fish behaviour was based solely on the magnitude of input, although this was not
explained to the participants. For audio input, the louder the sound level the more bubbles
the corresponding fish would create. Thus, participants could perform any kind of speech or
sound-based action and see the result in the fish tank. Similarly, changes in swimming move-
ments were based on the magnitude of acceleration of the gesture performed. This type of
sensing was designed specifically to support both extravagant and subtle input, meaningful
and abstract input, or simply environmental input that could be reflected in the fish tank visu-
alisation in real time. This flexible style of input afforded unconstrained interaction in order to
encourage participants to generate creative methods of controlling the visualisation. This also
allowed for imaginative interpretations for those watching the visualisation since the observed
output in the visualisation could be generated in a variety of ways.

The interface was controlled using the SHAKE sensor pack1 to collect accelerometer data with
an added microphone as shown in Figure 4.2. This was then embedded into the various ob-
jects or props shown in Figure 4.3. These props were chosen to provide a variety of objects
that could facilitate performance or demonstrate interaction in different ways. These included
playful objects, an abstract object, an everyday object, and an object that displayed the bare
electronics of the sensors. The playful objects included two plush toys and one solid toy in or-
der to allow for enjoyable and playful interactions. The abstract object was a hollow red mould
that would simply act to conceal the sensors. The everyday object was a book with a space hol-
lowed out to conceal the sensors in order to disguise the interactive prop. The final prop was
a clear glass jar that exposed the bare electronics of the system as a method for demonstrat-

1More information: http://code.google.com/p/shake-drivers/
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Figure 4.2: The SHAKE sensing device with an added external microphone.

ing the interactive purpose of the prop. These props were selected to provide different visual
or cognitive clues for spectators about the performance in order to give performers different
methods of exaggerating, disguising, or explaining their performance.

4.2.2 The Study

Participants were recruited in pairs, where each pair completed two usage sessions spaced
about one week apart. These sessions were repeated to give participants multiple chances to
interact with the system and develop performance preferences based on multiple experiences.
Before each session, participants were told only that they could control their fish’s swimming
behaviour using gestures and the bubbling behaviour using sound and were given a chance
to briefly experiment with the system. Then, the session began with the first participant being
taken to a public location, a busy pavement, while the second remained in a private indoor
location. Once both were ready to begin, the first participant was asked to complete three
performance tasks, such as creating more bubbles, while the second was asked to interpret
the first participant’s actions by watching the visualisation on the phone. After these perfor-
mance tasks were complete, the first participant was then asked to interpret the other’s actions
while the second participant completed three performance tasks. The participants would then
switch locations and the tasks were repeated. Each task lasted two minutes. This study de-
sign allowed participants to perform actions in both the public and the private setting as well
imagine how their partner would perform actions in both settings. Once both participants had
completed their tasks in each location, they were interviewed together about their experiences.

4.2.3 Results

The study involved eight participants recruited in pairs. The pairs included two couples and
two pairs of friends, with four females and four males. The participants ranged in age from
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Figure 4.3: Participants could select one of six objects containing an embedded sensor pack to
control their fish in the tank.

20 to 28. The results focus on an in depth analysis of a relatively small user group in order
to gain a highly personal qualitative insight into the use and experience of this application.
These results are based on the observation of the participants, recorded observations provided
by the participants and transcripts of the interviews.

Creating Performances

Given that participants were allowed to create open ended performances using gesture and
speech, it is not surprising there were a wide variety of styles and actions that resulted in the
different locations where this study was completed.

Performative Actions – Even though the sensors were contained solely within the prop, per-
formances were not limited to interactions with that prop and often involved additional in-
teractions purely as an enhancement to the experience and appearance of performing. For
example, one participant chose to sing to the prop for voice input in the private indoor set-
ting. Although this was an unnecessarily extravagant interaction, this participant found this
performance enjoyable and amusing, especially when his partner imagined this performance.
Another participant performed swimming motions with both hands while outdoors. Even
though the prop would only sense the movement of one arm in this case, the participant still
enjoyed performing with both arms. In these cases, the experience of performance was aug-
mented with either playful or meaningful actions being performed for non-functional pur-
poses.

Hidden/Subtle Actions – Participants found ways of performing input that was subtle or
hidden from passersby while still giving their fellow participant highly visible actions on the
visualisation. This included actions such as tapping the prop to make noise, fidgeting with
the prop in hand, and using environmental noise to create input. For example, one participant
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chose to use the music of an outdoor performer as the input for their performance when audio
was needed. These types of actions allowed participants to create meaningful input to the
system without performing highly visual actions.

Functional Actions – In some cases, participants chose only to perform actions that completed
the task without adding any additional performance or play. For example, participants would
simply shake or wave the sensor to create gestures or say things like “I’m creating test speech
for a system” or “I’m talking into the sensor now to see if something happens.” In this case,
participants did not try to actively hide or disguise their performance, but instead tried to
demonstrate the purpose of the performance clearly by using “test speech” or rigid, purpose-
ful actions.

These different styles of performance were influenced as much by location as personality. For
example, one participant performed purely functional actions while outside and highly per-
formative actions inside. Another participant completed highly performative actions both in-
side and outside. Yet another participant completed hidden or subtle actions both inside and
outside. Because the interface supported a variety of actions, participants were able to change
their performance style as needed in order to continue participating and feel comfortable about
interaction. These decisions varied between participants, depending on personal preferences
and personality. These factors represent an interesting influence on social acceptability that
needs further exploration.

Imagining Others

Because the MuMo application required participants to create their own input, fellow partic-
ipants watching the interface could not be sure what kinds of actions their partner was per-
forming given the current output. Participants had to imagine how they thought their partner
might be performing based on what they could see in the visualisation and their knowledge
about their partner’s current social context. This was both a positive and a negative aspect
of this application, where some participants found it difficult to attach meaning to the inter-
face while others enjoyed the process of imagining their fellow participant performing highly
energetic, silly, or emotional behaviours. These imaginings not only contributed to the spec-
tator experience of this application through the visualisation but also provided motivation for
performance.

For those participants that enjoyed imagining their partner performing through the interface,
participants allowed and encouraged their partner to imagine highly divergent performances,
even when this was not realistic. For example, some participants imagined their partners
singing or dancing as input for the visualisation even though their partner was in the outdoor
setting. Even though this was relatively unrealistic, participants were able to suspend their
disbelief and enjoyed imagining these kinds of actions anyway. These creative imaginings
occurred both when pairs of participants used highly visible, performative interactions and
when pairs of participants used the most subtle and discreet methods of interaction. For ex-
ample, one participant imagined her partner “singing a relaxing song” and “jumping with it
[turtle] on one leg.” These interpretations were recorded even though both participants used
extremely subtle actions for input, such as microphone tapping. Participants enjoyed imagin-
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ing these playful actions, even if they did not perform these kinds of actions themselves.

Props and Performance

During each of the two sessions, participants could select an object of their choice as their prop.
The turtle object was chosen eight times, the dolphin was chosen five times, the book, jar, and
owl were chosen once and the red mould was never chosen. When discussing their choices of
these objects, participants described how the objects worked and failed as props.

Props as Toys – The most commonly picked objects were the turtle and dolphin plush toys.
Participants favoured these props for their playful nature and their ability to relate to the lively
and lighthearted application. These props were often used in a playful manner, even though
participants knew that these kinds of actions would not provide any additional input to the
application. For example, participants would move the fins of the turtle or cover it’s eyes as
part of their performance even though this did not generate additional effects.

Props as Pairs – Participants often chose their props based on their partner even though they
knew the props would not be used together. Choosing props together allowed participants to
better understand what kinds of performances their partner might complete and also provided
a better connection between partners. For example, one participant stated that “first I wanted
to pick the glass jar, but when I saw he picked a toy I wanted to pick a toy as well.” Another
participant stated that “I picked the dolphin because you picked a toy, so it’s two soft toys.
Otherwise, I would’ve picked the book.”

Props as Everyday Objects – Although some objects, such as the book, represented common
objects one might normally carry around, participants felt less comfortable using these objects
when interacting with the application. While using the book as a prop, one participant stated
that “when I was inside I sang a song, I just made it up. But when I was outside I tried to talk
very quietly. It wasn’t as normal as I thought it would be.” When discussing other everyday
objects that might be used as props, one participant stated that “you might put it [sensors] into
an object that you walk around with, like a coffee cup, but you wouldn’t talk into a coffee cup.”
Although these props might disguise or hide sensors effectively, they make poor interactive
objects when it comes to performance.

Participants also discussed the benefits of different props with respect to physical attributes
like size or texture. For example, when describing why the dolphin was a useful prop, one
participant stated that “it’s easier to hold than one of the hard objects, nicer to hold.” When
describing objects that would make the most desirable props, participants stressed the impor-
tance of using soft or flexible objects. The ability to manipulate the props and the comfort of
holding a soft object made them easier to use. Participants also described the benefits of using
different props to conceal the sensors. When describing why a prop would be better than sim-
ply holding the sensor pack, one participant stated that “it’s bigger, so there’s more you can
do with it.” Participants also described how the prop makes performance more comfortable.
For example, one participant stated that ”it was much easier to just wave around the turtle
than it would’ve been to wave a bunch of sensors”. Other participants would have preferred
a more anonymous object. When discussing negative aspects of using props, one participant
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stated that “it made me more conscious of it, holding the object. If I just had the sensor in my
hand people might not have noticed what I was doing.” Because this application clearly had
a playful nature, participants often chose props that encouraged this playfulness. However,
props that are more abstract or anonymous were still desirable and in a different application
area might have been more popular.

4.2.4 Discussion

This study provides some interesting insights into the ways in which these participants created
performances in the wild, used props to enhance their interactions and demonstrated their
intentions to co-located spectators. By performing through an interface, participants were also
performing for their fellow participant watching that performance through the visualisation.
Thus, participants in this study were constantly performing for two audiences, or spectator
types, and had to balance the needs and expectations of these spectators simultaneously. For
example, participants had to balance their desire to generate energetic or amusing input for
their fellow participant with their desire to perform socially acceptable interactions in public
places. In some cases, this meant that participants chose to limit their performance and the
resulting output of the system, limiting the spectator experience for their fellow participant. In
other cases, participants found ways of performing that were both comfortable for themselves
and created ample output in the application for their fellow participant to enjoy.

Because this application required only basic actions but also supported extravagant ones, par-
ticipants took full advantage of this flexibility and adapted their performances continually.
The types of performances created were highly dependant on the location of the performance,
with participants actively making decisions about their adoption of different performances
based on their current location. In general, participants were more likely to perform highly
visible or noticeable actions in the indoor location as compared to the outdoor location, which
is in line with the results discussed in the previous chapter. Additionally, participants of-
ten adjusted their performances to match their fellow participant. Because the first session
ended with an interview, participants learned what kind of actions their fellow participants
had imagined them doing and what actions their fellow participant had actually performed
during the first session. This was reflected in the second session where pairs of participants
performed actions that were discussed during the first session. This included actions that
might be amusing to their fellow participant or actions they thought the other participant
might be performing as well. This demonstrates how social influence can affect adoption,
even though this example is on a very small scale. For example, usage over time might allow
constantly evolving practices and behaviours as the users of the application respond to each
other and learn how to interpret the visualisation based on their knowledge of each other. In-
terpretations that come out of familiarity and extended use of an ambient display have been
seen before (Brewer et al., 2007), and certainly this emerging behaviour is an important aspect
of these types of applications.

Participants’ awareness of their partner watching the visualisation provided motivation for
participants to perform amusing actions but also led participants to perform extremely subtle
actions and simply allow or encourage their fellow participant to imagine more entertaining
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actions. Pairs of participants had varying degrees of enjoyment imagining the performance
of their fellow participant, with the two couple pairs being the most imaginative. Even when
both participants performed subtle actions in the outdoor settings, both participants enjoyed
imagining amusing performances. Although these imaginings provided some motivation to
perform amusing actions, these participants were still highly aware of the co-located specta-
tors, or passersby. In some cases, participants modified their performance when outside. For
example, one participant used singing input while inside and conversational speech while
outside. Both of these actions generated similar output in the visualisation, but participants
used these different kinds of actions in order to maintain their comfort, experience, and enjoy-
ment of the application. These adjustments show how considerations for both audiences must
be balanced while using this application in public contexts.

This user study focused on how participants explored and adopted performances in real world
settings as the interaction unfolded. This kind of explorative in situ user study allows for
a highly qualitative look at adoption but allows for less control of the experience itself or the
exploration of specific interaction techniques. The following user study looks at a specific set of
interaction techniques in a focus group setting where participants were asked to imagine how
they might use these interaction techniques in real world settings. Although the results of the
focus group study are based on imagined situations rather than real ones, the previous chapter
demonstrated that imagined scenarios are effective for evaluations of social acceptability. The
following user study builds on the previous chapter by going beyond simple acceptance and
asking participants to imagine how they would actually place interactions into a usage context
and adopt these interactions in their everyday lives.

4.3 Experience Prototyping for Evaluations of Social Accept-
ability

The following study investigates technology adoption through a focus group study using pro-
totypes. These focus groups explored the acceptance and adoption of a large set of interaction
techniques by combining survey-like responses about acceptance with in-depth discussions
about adoption. Focus group participants were asked to provide their initial reactions by ac-
cepting or rejecting and ranking of the techniques, discussing which they liked or disliked,
and describing how they would use the interaction techniques in real world scenarios. The
main goal of these focus groups was to explore acceptance and adoption of multimodal inter-
action techniques using a variety of qualitative and quantitative methods in a more controlled
setting than the first user study described in this chapter. As a secondary goal, these focus
groups were also completed with different age groups to give the results more breadth and to
determine if age plays a significant role in the social acceptability of multimodal interaction
techniques.

These focus groups made use of experience prototypes (Buchenau and Suri, 2000) in order to
give participants a chance to experience the interaction techniques at a relatively low devel-
opment cost. Experience prototypes refer to “any kind of representation, in any medium, that
is designed to understand, explore, or communicate what it might be like to engage with a
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product, space, or system” (Buchenau and Suri, 2000). These prototypes allow for the evalua-
tion of large sets of interaction techniques that would not be possible using a fully developed
system. Because the implementation of multimodal interaction techniques requires extensive
development time and sophisticated sensing and recognition, early evaluations can guide im-
plementation efforts to focus on only those interaction techniques that are both acceptable and
usable. In this study, four such prototypes were used in a focus group setting to gain feedback
on a set of multimodal interaction techniques using a minimal amount of development cost.
Although the aim of this study was not to compare the effectiveness of different kinds of proto-
types, the results include an analysis of the benefits and detriments of the prototypes used in
this study.

4.3.1 Experience Prototypes

Each of the experience prototypes was designed to allow participants to gain enough experi-
ence with the interaction techniques to make decisions about how those techniques should be
applied and performed. The four prototypes for this study were videos, live demonstration,
a Wizard-of-Oz phone prototype with vibrotactile feedback, and a phone-shaped prototype
without feedback. Images of each prototype are shown in Figure 4.4.

The video prototypes portrayed a male actor sitting in a plain setting. Each gesture or voice
command was performed three times with a short pause in between. These videos were simi-
lar to those used in Chapter 3. Demonstration prototypes involved a live demonstration by the
focus group leader. Again, this included three repetitions of each gesture or voice command.
The Wizard-of-Oz phone prototype had a simple interface with an image of a stoplight. Partic-
ipants were asked to perform each gesture or voice command. When performed correctly, the
on screen stoplight would turn green, the phone would vibrate briefly and play a tone. Two
experimenters at a nearby laptop controlled this wirelessly while the participants took turns
using two running prototypes. The shape prototype involved a set of phones, which were
switched off, and small black clips that were used to represent a clip-on microphone. Partic-
ipants were asked to clip this on the collar of their shirt and perform each gesture or voice
command with the phone in their hand. The phone did not provide any feedback in this case.

4.3.2 The Focus Groups

The goal of these groups was to explore how users place multimodal interaction techniques
into context when considering the acceptability and adoption of these new interactions. Ad-
ditionally, these focus groups investigated the usefulness of experience prototypes for early
evaluations of social acceptability with respect to cost, ease of use, and quality of the expe-
rience created. The focus groups each examined a set of sixteen gestures and sixteen voice
commands, shown in Figure 4.5. These modalities were chosen because of their often highly
visible or audible nature, making them interesting interaction techniques from a social accept-
ability point of view. Although the focus of these groups was looking at adoption by putting
these interaction techniques into a context, these groups also looked at acceptance as described
in the previous chapter. The first phase of these groups included an evaluation of acceptance

82



Below:  Demonstration prototype 
showing open palm gesture.

Above: Wizard-of-Oz prototype. Below:  Shape prototype using 
Nokia N95 and small black clip.

Above:  Video prototype showing hook 
finger gesture.

Figure 4.4: Experience prototypes used during focus groups.
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through the collection of ranking and rejection data, and questions about why interactions were
liked or disliked before discussing any context of use. The full focus group schedule can be
seen in Appendix D.1

For each focus group, the gesture and voice order was randomised, with half of the groups
looking at gestures first and half the groups looking at voice first. Within the voice or gesture
category, the order of individual interaction techniques was randomised for each group. Each
focus group used one of the four available experience prototypes to familiarise the group with
each interaction technique. Then, each participant filled out a short worksheet with rankings
and acceptance information, and participated in a semi-structured group interview. The focus
group worksheets can be seen in Appendix E.1. The interview topics included discussion of
input preferences, locations where these inputs might be used, and the tasks for which these
inputs might be used.

Interaction Techniques

For this focus group study, gesture and voice commands were organised into seven categories.
The gesture categories were based on the categories used in the previous chapter (categories
relating specifically to mobile interaction) including categories from Kendon (1997) and Ne-
spoulous et al. (1986). The voice categories introduced here relate specifically to voice-based
interaction on mobile phones. With respect to the gestures, four categories were used; em-
blematic (Kendon, 1997), device-based, arbitrary (Nespoulous et al., 1986), and body-based.
Emblematic gestures refer to those gestures that have a widely accepted meaning outside of
the context of speech within a given culture, such as a peace sign. The device-based gestures
are those that directly manipulate a device, such as a phone tap. Arbitrary gestures are hand
positions that do not necessarily have an explicit meaning and may be open to interpretation,
where any explicit meaning (such as an associated command in a mobile interface) must be
learned. The arbitrary gestures used in this study were chosen based on their previous use in
gesture-based systems (Mo and Neumann, 2006). Body-based gestures are movements of the
body that do not directly involve manipulating a device, although external sensors might be
manipulated for these gestures. With respect to the voice commands, three categories were
used: command, speech, and non-speech. Command inputs included one-word commands
that related directly to mobile phone tasks, such as “call” or “lock”. Speech inputs included
short, commonly said phrases that did not directly relate to mobile phone tasks. These in-
puts were included to evaluate the acceptability of speaking to a mobile phone in a way that
is not obviously related to a device or phone tasks. Non-speech inputs included a variety of
sounds and noises, some of which occur normally in everyday life, such as whistling (Sporka
et al., 2007) or humming (Sporka et al., 2006), and some of which do not, such as buzzing or
popping.

Participants

The study was made up of eight focus groups of two to four participants each. For the first six
focus groups, which totalled nineteen participants, the participants were selected from local
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Figure 4.5: A list of all the gesture and voice commands used in the focus group study, organ-
ised by category.
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university students, ranging in age from 18 to 29. These groups included two groups looking
at video prototypes, two groups looking at demonstration prototypes, one group looking at
shape prototypes, and one group looking at Wizard-of-Oz prototypes. The study continued
with another two focus groups, which totalled six participants, where the participants were
recruited from members of the local community ranging in age from 70 to 95. These groups
included one group looking at video prototypes and one group looking at demonstration pro-
totypes. Although completing focus groups with participants from different age groups was
a secondary goal of this focus group study, this gives the results greater breadth and begins to
demonstrate how age might affect perceptions about social acceptability.

Of the twenty-five total participants, 56% of the participants were from the UK, 20% were from
Asian countries, 8% were from Europe, and the remaining 16% declined to state. Focus group
participants also answered questions about their mobile phone usage habits. Of the first set of
focus group participants, aged 18 to 29, 100% of participants used their mobile to make phone
calls and send text messages, 58% used the phone Web browser, 53% used their mobile to play
games, and 37% used an email client on their mobile phone. Of the second set of focus group
participants, aged 70 to 95, 83% used their mobile phone to make phone calls, 33% used the
phone to send text messages, and 17% used email, Internet, or the alarm clock on their phone.

4.3.3 Results

The results of these focus groups are based on the worksheets filled out by participants and the
transcripts of focus group discussions. Each participant filled out a worksheet with their own
rankings for gesture and voice-based commands separately as well as their acceptance or rejec-
tion of each of the interaction techniques individually. After ranking each list independently,
participants were asked to indicate which of the techniques they would not be willing to per-
form in a public setting such as a busy pavement. This was followed by a group discussion on
preferences and scenarios where multimodal interaction techniques could be applied. The full
list of questions can be seen in Appendix D.1 and the worksheets are given in Appendix E.1.

This results section is divided into three parts. Firstly, the results from the participants aged 18
to 29 are discussed. Secondly, the results the focus groups including participants aged 70 to 95
are discussed and compared to the first set of focus groups. Finally, results from both groups
are discussed together to identify themes that ran across all the groups.

Focus Groups: Ages 18 to 29

The first six focus groups in this study involved nineteen participants aged 18 to 29 in groups
of three to four. Using the non-parametric Friedman Test (Cramer, 1994) to compare rank-
ing data for the gesture and voice categories, these results show that both of these modalities
have significant differences in rank between their respective categories (p < 0.001). Using a
one-tailed Wilcoxon signed-rank test (Cramer, 1994) for pair-wise significance tests, statisti-
cal significance was determined for pair-wise comparisons between the categories. These are
shown in Figure 4.6. The effect sizes (Corder and Foreman, 2009) for these comparisons are
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Figure 4.6: Pair-wise comparisons for gesture and voice commands using Wilcoxon Signed-
Rank test for participants 19 to 29. Italicised items are not statistically significant.
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Figure 4.7: Effect sizes for pair-wise comparisons for participants aged 18-29. Effect sizes of
0.5 or higher are considered large effect sizes. Effect sizes for non-significant comparisons are
not shown.

shown in Figure 4.7. These results are comparable to the results discussed in the previous
chapter, which were based on Likert-style ratings rather than ranks.

These results show that device-based gestures were significantly more acceptable than any
other kind of gestures, with arbitrary gestures being the least acceptable, emblematic gestures
the second least acceptable, and body-based gestures the second most acceptable. Device-
based gestures have higher acceptance rates because they provide spectators with clear cues
explaining the performer’s actions. Performers appear to feel more confident using these kinds
of gestures because they are less likely to be misunderstood by spectators. Figure 4.8 shows the
average rankings for each gesture, grouped by gesture category. The rankings ranged from 1
to 16, where 1 was the highest or best rank, and 16 was the lowest or worst rank. During these
focus groups, participants discussed why they liked or disliked gestures. The arbitrary ges-
tures were often described as unacceptable because they had unclear or confusing meanings
for spectators. This led participants to be unsure how they would be perceived by spectators
and uncomfortable performing these commands. For example, the hook finger gesture was
described as a looking like a question mark, a beckoning finger, a pirate hook, a gesture for
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Figure 4.8: Gesture command average rankings for participants aged 18 to 29. Error bars show
one standard deviation. Statistical significance for these comparisons is shown in Figure 4.6.

the number four, and a claw. This variety of interpretations led participants to dislike this
gesture for its ambiguity. Emblematic gestures were also described as negative for multiple
meanings or associations with undesirable meanings. For example, one participant stated that
the peace sign gesture “made me think of people who take lots of photos of themselves.” Here,
pre-associated meanings were just as much of a disadvantage as ambiguous meanings.

It is clear from these results that the imagined interpretations of spectators influence how
a performer makes decisions about the social acceptability of multimodal interactions. The
ability to demonstrate the purpose of one’s actions does not only apply to gestures, but also to
speech. Figure 4.9 shows the average rankings for each voice command, grouped by category.
Command speech inputs were significantly higher ranked for acceptability than speech and
non-speech sounds. Command-based speech relates clearly to mobile phone tasks, which is
easier to make sense of for spectators as compared to the speech and non-speech categories.
One participant stated that “I don’t mind all these easy to relate commands, lock, open, close, I
don’t even mind if I have to say them aloud.” The clear indication that these commands were
related to an interface made them more socially acceptable.

Although some categories of gesture or voice commands do lend themselves to a less am-
biguous interpretation, the ability to demonstrate an interaction was not limited to command-
based speech or device-based gestures. Participants described how unusual gestures could
also indicate that actions were part of an interface. For example, one participant stated that
“it’s [hook finger] not to be mistaken, people won’t connect that with a tick, it will be obvious
you are steering something.” One participant stated that “it is still a bit strange to start talking
to yourself in the street. Whereas the things like the doo doo doos, they follow a pattern so
someone would pick up that you were doing it for a certain reason. If you’ve got headphones
on you have an excuse.” Even a different configuration of the technology could be enough
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Figure 4.9: Voice command average rankings for participants aged 18 to 29. Error bars show
one standard deviation. Statistical significance for these comparisons is shown in Figure 4.6.

to demonstrate an interaction. One participant described how they would be unwilling to
perform voice commands with a hidden microphone, but that a visible microphone with a
flashing light would be more acceptable. This participant stated that “you want people to
notice you are saying it to your phone rather than a hidden mic.”

Given the wide variety of gestures and voice commands investigated in this study as com-
pared to previous work, participants described new reasons for liking or disliking gestures or
speech. One new reason identified for liking gestures or speech was the satisfaction involved in
completing a task in this way as compared to traditional interactions. One participant stated
that “for cancelling something, shaking is incredibly satisfying.” Similarly, participants de-
scribed other input techniques as fun, silly, and cool. Participants discussed their thoughts on
how comfortable it would be to converse with a device. One participant stated that “I’m not
sure if I want to be talking to my device as if it’s a pet or a creature.” While in some cases
this may be due to the lack of responses and natural conversation (Crangle, 1997), participants
discussed their discomfort with the idea of a phone responding as well. One participant asked
“if I say ‘bad weather,’ what does it [the device] do? Console me? I don’t see how that would
work with the phone.” Participants also described some situations where they disliked inten-
tionally hidden gestures. One participant stated that “if I was saying ‘I’m Fine’ to my phone
I wouldn’t want people to think I was on my phone, it’s sneaky, like having a fake phone call
with my phone.”

The focus group setting encouraged participants to consider each other’s differing opinions,
leading to discussions about personality differences and how social acceptability might change
over time. One participant stated that “I think it’s one of these things that maybe doesn’t seem
okay at the moment, but the more people that use it the more OK it would be. I think at the
start of using your capacitive things when the iPhone first came out, flicking them, it seemed a
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bit strange at the start but it’s OK.” Talking about the future, participants discussed how they
would feel if multimodal inputs became more widely accepted. One participant felt that “I
don’t want to look like an idiot doing it, but if everyone was doing it you would like an idiot
if you weren’t doing it.” In contrast, another participant stated that “it’s hard to say if I would
be more comfortable doing it just because other people we doing it.” Participants had dif-
fering opinions on how greater social change would affect their own adoption of multimodal
interfaces.

Focus Groups: Ages 70 to 95

Two focus groups were completed with a total of six participants aged from 70 to 95. The
comparison of ranking data for gesture categories between this set of focus groups and those
groups aged 18 to 29 is shown in Figure 4.10.

The biggest difference between these two age groups can be seen in the differing rankings
for device-based gestures. Using the Mann-Whitney test (Corder and Foreman, 2009) for in-
dependent samples of non-parametric ordinal data, these results show that device-based ges-
tures were ranked significantly differently between these user groups (p < 0.0008, large effect
size of 0.7). The previous chapter demonstrated that device-based gestures were significantly
more acceptable than body-based gestures, but those studies did not compare a broad range
of ages. In focus groups with participants ranging in age from 18 to 29, the average ranking for
device-based gestures was 4.2 out of 16 as compared to 13.3 out of 16 in focus groups whose
participants ranged in age from 70 to 95. When describing dislikes, one participant from the
older user group stated that “I couldn’t imagine stroking the device at all, that’s alien to me.”
Because gestures directly involving the device were often unfamiliar to the older adults, these
gestures did not have a clear meaning and were generally disliked.

Another clear distinction between these two groups was the ranking differences with em-
blematic gestures. The comparison between ranks for emblematic gestures for these two user
groups were significantly different, (p < 0.03, medium effect size of 0.4). In this case, focus
groups with younger participants ranked emblematic gestures at 8.6 as compared to 5.3 in fo-
cus groups with older adults. This preference for emblematic gestures is further demonstrated
in the rejection rates gathered from the worksheets, as shown in Figure 4.11. Emblematic ges-
tures had a much lower rejection rate amongst the older adults, with a rejection rate of 4%
as compared to 29% with the younger adults. Because the emblematic gestures all had easily
recognised meanings, their familiarity made them more acceptable amongst the older adults.
For example, one participant stated that “the money gesture, I use that all of the time.” Fa-
miliarity and clear meanings were important factors in determining acceptability for the older
adults.

With respect to the voice input, there were significant differences in preferences with respect
to the speech-based input that was not directly related to phone commands. A comparison be-
tween the ranks of this voice category between the younger adult and old adult group shows
that these are significantly different (p < 0.003, large effect size of 0.5). The average rankings
for the voice command categories are shown in Figure 4.12. These inputs were more highly
ranked by the older user groups because they were often described as familiar and common
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Figure 4.10: Comparison of focus groups by age with average rankings for gesture categories.
Error bars show one standard deviation.

phrases in everyday life. One participant stated that “you would say ‘That’s nice,’ that’s an
expression” The fact that there was a clear and unambiguous meaning associated with these
sayings shows again how meaning was more important for the older adults than a clear asso-
ciation to the device or phone tasks.

An issue that repeatedly came up during these groups was the different meanings of gesture
or voice commands for each individual. While the relationship of interaction techniques to
mobile phones had some importance, the older adults tended to focus more on what these
interactions meant personally before they would consider how they might relate to a mobile
phone task. When describing voice commands that were liked, one participant described how
familiarity was an important factor. This participant stated that “a lot of these things convey
nothing to me, Doo doo doo? I’ve never heard anyone say that.” The lack of familiarity or
meaning led to situations where gestures or voice commands could not be put into scenarios
that made sense. One participant stated that “I don’t know the implication of this hook finger.
I don’t see how I would use many of these.” Similarly to the younger user groups, the older
user groups disliked interactions with unclear or ambiguous meanings. When discussing why
the open palm gesture was disliked, one participant stated that “I felt there could be two
meanings. It could mean ‘hi’ [open palm held at shoulder level], but if someone was being
very aggressive to me, I would say stop [open palm held out with arm extended].” The fact
that this gesture could mean different and possibly negative things given a slight change in
performance made it less acceptable as a gesture to use in public. Multiple meanings were
also discussed when these commands were performed in different contexts. One participant
stated that “whistling, one might do to entertain the neighbours, but to whistle at someone, to
catch their attention, might be rather rude.”

Other issues discussed in these groups included gender differences with respect to the ac-
ceptability of certain gestures or voice commands. One participant described several gestures
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Figure 4.11: Comparison of gesture rejections rates for gesture categories and focus group age
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as simply unladylike. She said “what’s the saying? Cackling hens and something whistling
women. No, it’s not a good idea. At least that’s what I was taught.” In some cases, participants
said they would not be embarrassed to do anything, or that if gestures or speech became pop-
ular with younger generations they would also be unembarrassed to adopt the behaviours.
One participant stated that “if everyone else was doing it [popping, whistling, psst, doo doo
doo], the young people were doing it ... I mean, I was never going to get a mobile phone.
I was never going to get an iPod, I’ve got both.” These results show again that participants
were often considering how the greater social acceptance of a new interaction technique might
influence their own behaviours.

Concerns About Usability in the Wild

In all focus groups, participants brought up specific concerns about how gesture or voice input
might work in the wild and discussed some of their anxieties about performing these interac-
tions in different failure situations. Although some of these are common failure scenarios, such
as false positives or false negatives, the roles that performativity and spectators play in these
interactions brings out a variety of failure scenarios that involve the audience and develop in
highly noticeable ways.

False Positive Recognitions – The greatest concern participants discussed was the possibility
of false positive recognitions given that many of the inputs could be accidentally performed
during everyday activities. One participant stated that “the gestures were things you would
do without thinking, like with your shoulders, you might accidentally activate the device.” If
gestures were not likely to be performed accidentally, participants felt more comfortable about
how the system might work. One participant stated that “it’s [shoulder rotation] a very unnat-
ural gesture, it’s not something you would normally do, you can keep it as a steering gesture.
This is a gesture that is sufficiently easy to do but not a normal part of your behaviour that
you could do it by mistake.” Participants were often concerned with how the resulting actions
from their mobile interface might embarrass them if accidentally activated. For example, one
participant stated that ”it’s a bit dangerous. If you had the phone in your pocket, a lot of these
things you might say quite frequently. It might be unlocking and taking pictures and wasting
batteries.”

Audience False Positive – The second most commonly discussed concern was the possibility
that spectators might mistake one of the inputs as an action directed towards them. One par-
ticipant stated that “if you say something like ‘Psst’ somebody might think you are trying to
talk to them.” In particular, this was seen as a problem for inputs that did not involve a device.
One participant stated that “it makes it even more ridiculous if you don’t even have a phone
in your hand, like playing with my iPod, I can shake it and it makes sense because I’m holding
it. But if I’m walking down the street and suddenly [demonstrates a shaking motion] peo-
ple might think I’m casting spells on them.” These unwanted reactions from spectators could
lead to highly embarrassing situations, where some interactions made participants particu-
larly worried about this failure scenario. For example, an interaction like the ‘Psst’ command
were more likely to be misinterpreted as being directed towards a spectator than an interaction
like foot tapping.
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Distance of Device – For scenarios where the device was not directly manipulated, partici-
pants described a feeling of disconnect from the interaction and uncertainty about successful
execution. One participant pointed out the importance of having a “clear connection with the
action and the device.” Because some of these interaction techniques do not directly manipu-
late a device, participants were concerned about usability and feeling in control. One partici-
pant stated that “I think for the ones where you are actually holding the phone, you have some
control over it.” Another participant was worried that being distant from the device would
make it more difficult to know if commands were interpreted correctly, which highlights the
importance of feedback and the challenges of effective feedback when the device is distant.

Failure to Recognise Inputs – In a scenario where intended inputs were not correctly recog-
nised, participants were concerned about the necessity to repeat movements or voice com-
mands until a successful recognition was achieved, leading to frantic and embarrassing be-
haviour. While demonstrating an erratic shrugging gesture, one participant stated “if it hap-
pens that when you try to do it and there’s no execution, you keep on shrugging.” The false
negative failure scenario is a common concern in most interfaces, but develops in an interest-
ingly different manner when the interaction is performative. In this situation, the performance
of a failed interaction becomes even more noticeable and embarrassing. Repeated actions
might feel unnatural or uncomfortable, and could cause embarrassment because repetition is
often used as a social signal. For example, tapping a glass loudly with a few repetitions is a
good signal for getting attention at a dinner party. Because repeated actions are highly notice-
able, participants imagined that failed recognitions would be highly embarrassing and attract
unwanted attention from spectators.

Experience Prototypes

One of the secondary goals of this study was to evaluate different types of low-cost prototyp-
ing methods with respect to their usefulness and cost. Although differences in ‘effectiveness’
between these prototypes cannot be evaluated given the relatively small number of times each
prototype was used, differences in cost, control over experience, and flexibility can be analysed
based on the experiences brought out in this study.

The cheapest prototype to create was the demonstration prototype. This prototype only re-
quired a demonstrator who had practiced and was familiar with each technique. The benefits
of this prototype include the ability to either require participants to practice each command,
request specifically that they only watch, or observe how participants respond to demonstra-
tion and which commands they choose to practice naturally. The ability to request or discour-
age repetition gives the focus group leader more control over the experience created by the
prototype. The detriments of this prototype include the need for a trained demonstrator and
the possible lack of consistency in performance, especially if different individuals act as the
demonstrator. Also, the appearance and cultural background of the demonstrator may have
an effect on how the demonstrations are perceived. For example, an individual with a different
accent from the focus group participants might be difficult for them to understand. Gender
roles may play a significant role in some cultures and not others.

The second cheapest prototype to create was the shape prototype. This prototype only re-
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quired a set of mobile phones and objects that approximated peripheral devices such as ex-
ternal microphones. The benefits of this prototype include the ability for each participant to
try the interaction techniques with a tangible object. Especially for gestures that involve the
device, this allows participants to experience how it feels to perform the command with a re-
alistic object in their hand. For voice commands, the shape prototype allows participants to
explore a variety of configurations easily and cheaply. For example, configurations including
a hidden microphone in the collar and talking to the phone held to the ear could be easily
experienced using the shape prototype. One of the detriments of this prototype is the lack of
consistency between individual participants’ performances. Because the shape doesn’t pro-
vide feedback, it is difficult to ensure each participant performs the commands consistently.
Also, this prototype may be uncomfortable for participants who are shy or nervous about
performing commands in front of others.

The second most expensive prototype to create was the video prototype. This prototype re-
quired an actor to perform each command as well as video capture and editing equipment.
This prototype also required a way of projecting the videos to be viewed during the focus
group. The benefits of this prototype include a perfectly consistent performance since each
participant will see the same videos. Like the demonstration prototype, the experimenter can
also control the experience by requesting users to respond in a specific way to videos or by
recording their automatic responses. One of the detriments of this prototype is the need for a
projector or other way of showing videos to a group. Like the demonstration prototype, the
choice of actor may also affect how individuals perceive performances.

The most expensive prototype to create was the Wizard-of-Oz prototype. This prototype re-
quires a set of phones, laptop or other controlling equipment, development time, and a trained
‘wizard’ to run the system. Depending on the desired level of sophistication for the prototype,
the development time can vary significantly. The benefits of this prototype include the ability
to provide a hands-on experience that provides feedback to the participants and thus ensures
a consistent performance for each participant. The detriments of this prototype include the
fact that not all participants were able to use the prototype at once, which led to a slow and
relatively segmented experience. Also, participants who are shy or embarrassed performing
these commands in front of others might be made uncomfortable when using this prototype
since it necessarily requires performance in front of the group.

Placing Interactions into Context

When placing interactions into context, participants used three main approaches to under-
standing and pairing interactions with tasks. Figure 4.13 shows the frequencies for three tags
that were used to code the focus group transcripts, where each dot on the figure represents an
occurrence of that tag within each focus group. These tags and frequencies demonstrate the
three approaches that participants used in understanding the interaction techniques in each
group and placing them into a usage context. One approach focused on placing interactions
into a usage context based primarily on personal meaning. In this case, the meaning tag was
used whenever interaction techniques were connected with some kind of personal or social
meaning. This included cultural meanings, the meanings of familiar actions, or the lack of
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a meaning. For example, one might think of the “peace sign” gesture as funny pose for a
picture and want to associate that gesture with the camera functionality. Another approach
focused on the device itself, and interactions were chosen to fit best with existing ideas about
how devices should be used. The device tag was used when any command was discussed in
relation to a device, in both positive and negative ways. For example, one might feel that foot
tapping was not a useful technique because its relationship to the device was unclear. Finally,
another approach looked at functionality first, then interactions were chosen that made the
functionality more easily accessible and usable. The usage tag was used whenever commands
were discussed within a specific usage scenario or when these scenarios were unknown or
unimaginable. For example, if email is the primary use of one’s mobile phone, one might
want to create a ‘gesture shortcut’ to that application using a simple gesture. For all of these
tags, examples of quotes that represent that tag are shown in Figure 4.13. These three tags
represent the three approaches that were used by participants in these focus groups to apply
these interactions to usage scenarios.

These three approaches to placing interactions into a usage context represent three important
aspects of usability for multimodal interaction. Semantic meaning plays an important role
in how users might make sense of these interaction techniques and perform them in public
places. Participants discussed how the meanings of different interactions would make them
feel more or less comfortable performing these actions in public places. The functionality or
goal of the interaction is also important when users determine how interactions could make ac-
cessing functionality easier than using traditional buttons and menus. Participants described
how single interactions could replace a series of actions in a traditional interface. However,
making interaction easier was not the only way that participants considered functionality and
multimodal interfaces. Participants also discussed how certain actions could be more satis-
fying than simply pushing a button. For example, participants liked the idea of tapping or
hitting the phone in order to turn off or snooze an alarm. Considering functionality with re-
spect to ease of use and satisfaction was important to these participants. Finally, the device
itself plays an important part in the experience of using the system and the ways in which
the interactions can be performed. Participants, particularly those from the young adult user
groups, discussed how manipulating a device directly gives more confidence in performance
and helps the interactions feel more physical when manipulating virtual elements.

There were differences in how different age groups evaluated these interaction techniques. For
focus groups with younger adults, the frequencies of these different tags demonstrate that dis-
cussions were generally evenly distributed, with some groups focusing more on one tag than
others. For example, one group that used the demonstration prototype focused on discussions
about the device while the other demonstration prototype groups hardly talked about the de-
vice at all. The two older user groups, however, had a clear focus on the meaning of these
interactions with much less concern for the device itself. These differences in approach led to
very different preferences for interactions, with the older user groups having a clear preference
for interactions with clearly defined meanings. Another reason these three approaches might
be distributed across different focus groups could be the social dynamics of the groups them-
selves. Stewart et al. describe a variety of factors that influence the dynamics of a focus group,
including individual personalities, age, and appearance (Stewart et al., 2007). These factors
are most likely the cause of variance between groups rather than the prototype used. How-
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ever, the groups clearly demonstrate the importance of these three approaches for matching
interaction techniques with functionality.

4.3.4 Discussion

There were some important differences that were observed between the younger adult and
older adult groups. This includes a preference for emblematic and speech-based inputs rather
than device and command-based inputs. This was largely due to the fact that the older adults
focused more on personal meaning and understanding rather than a clear connection or appli-
cation to the phone when examining these interaction techniques. This led to notably different
preferences for interaction techniques and different methods of applying those techniques to
usage scenarios. For example, older user groups discussed how the meaning of gestures might
map to actions on a mobile phone, where younger user groups discussed how gestures might
make commonly used functionality easier to access. These different approaches demonstrate
the importance of interaction design in creating a metaphor between action and consequence
that makes sense for a variety of users and their differing goals for interaction.

These focus groups also highlighted the anxieties participants have about using these multi-
modal interactions as part of their daily lives with respect to possible failures. Because these
interactions can be highly visible or audible, the ways in which participants imagined these
interactions failing revolved around the performance of the interaction and the reactions of
spectators rather than the failure of some functionality. These failure scenarios highlight an
interesting issue with the adoption of these interaction techniques because those techniques
that are the most comfortable to perform are not always the same as those that participants
feel most confident performing with respect to usability and accuracy. For example, the shoul-
der tap gestures was poorly ranked, but would make a good gesture in a real world interface
because it would not usually be performed outside of the interface and it can be reliably recog-
nised (Strachan et al., 2007). The relationship between confidence in successful performance
and the appearance of that performance is an interesting issue. For example, are users willing
to lose some reliability in recognition in order to have higher comfort while performing? If
an interaction requires one to shake a phone, in public users might be willing to lose some
reliability to perform the action less noticeably, but while at home feel happy to perform the
gesture with more animation.

An important aspect of multimodal interaction design concerns how those interactions can be
demonstrated as part of an interface. Participants discussed the importance of avoiding confu-
sion about why they were gesturing or speaking when such actions might be misunderstood
by spectators, leading to an embarrassing or confusing situation for the user. While some inter-
actions can easily be demonstrated as part of an interaction by holding or displaying a device,
other methods, such as making peripheral devices more visible, were also identified as suc-
cessful ways to demonstrate interaction. A possible area of interest in future studies of social
acceptability could investigate the different ways that hands-free or device-free demonstration
of interaction can be achieved.

Participants also discussed a variety of cultural differences and how they thought acceptance
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Wizard-of-Oz

Video (2nd Group)

Shape

Meaning

Demonstration 
(2nd Group)

Usage

Video (older adults)

Video (1st Group)

Demonstration 
(older adults)

Demonstration (1st 
Group)

Device

"Playing with 
my iPod, I can 
shake it and it 
makes sense 
because I'm 
holding it."

"I like the 
flicking, it 
would be 

cool, like you 
are casting it 

out." 

"With the 
foot tapping, 

it's an 
everyday 

thing."

"If you do this 
in Belgium 

[ok gesture], 
it means 

zero, like an 
insult."

"I'm not sure 
I want to be 

talking to 
device, as if 
it's a pet or 
creature."

"I liked the ones 
that you use the 

device with 
because it feels 

like you are 
actually using 
something."

"If you had your 
phone in your 

pocket and you 
can't use a voice 
command and it's 
ringing you can 
just go off [hook 

finger]"

"The foot 
tapping didn't 
make much 

sense to me. 
How would I 

use it?

"I would use 
the buzzing 

sound to 
attract me to 
the phone."

"I don't know 
what the 

implication is 
of this hook 

finger."

Figure 4.13: Selection of tag frequencies with example quotes for each focus group. Each
red, orange, and yellow dot represents an occurrence of the device, meaning, and usage tag,
respectively. Each quote represents an example of the type of tag it is linked with on the
transcript.
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of gesture and voice inputs might change over time. Cultural differences with gesture indi-
cated that many of the movements could be impolite or even offensive in some cultural set-
tings. For example, the OK gesture was also described as a gesture for meaning zero, worthless
or filthy in some cultures. Participants also discussed the differences in the appropriate level of
noise making in public places in different cultures. One participant described how whistling in
public can be considered improper in some cultures. These kinds of differences were brought
up by many of the focus group participants.

4.4 Conclusions

The two studies presented in this chapter explore two important aspects of multimodal in-
teraction adoption by looking at a set of multimodal interaction techniques within specific
application areas and usage contexts. The first study described looks specifically at perfor-
mativity in interface adoption by requiring participants to create multimodal input in real
world settings over repeated trials. The results show how performances were created based
on location, spectators, and props. The second study looked at how participants might apply
multimodal interaction techniques to different application areas through a focus group study.
Each focus group utilised an experience prototype in order to give participants some experiences
with a wide variety of interaction techniques at a relatively low cost. The results of these focus
groups demonstrate three approaches that participants used when placing interactions into
context and highlighted the anxieties participants had about using multimodal interactions in
public.

The results of the first study develop an in depth and personal analysis of participants interact-
ing and performing with a remote awareness application. Participants took advantage of the
wide variety of possible performances, and created input that gave their fellow participant in-
teresting output to watch while maintaining their own comfort. In some cases, experience and
enjoyability were more important than subtlety, where participants performed highly amus-
ing actions purely for the sake of creating a satisfying experience. The choice of prop used
in the application had an impact on performance, not only by making participants feel more
connected to their fellow participant but also by changing some of the visual aspects of per-
formance to make it fun, practical, or disguised. The places where performance can take place
and the objects that might be used as props play an important role in the overall experience of
using technology in public. These issues play a key role in the design of mobile interactions
where reliability and accuracy are just as important as experience and appeal.

The results of the second study described in this chapter demonstrate some important aspects
of the experience of using multimodal interactions as imagined by the study participants. The
ability to demonstrate interaction to spectators, whether through a clear connection to a device
or by observable aspects of the interaction, plays a major role in acceptability. Participants also
discussed how they would go about placing multimodal interactions into real world contexts,
using three approaches across the eight focus groups. These three approaches include focuses
on meaning, functionality, and the device itself. This study demonstrated the differing ap-
proach to understanding and accepting multimodal techniques between different generations
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of users. For the older adults, familiarity and personal meaning were more important than
clear connection to a device when evaluating social acceptability. The variety of experience
prototypes used in this study also provided insight into prototype design with respect to the
cost of the prototype, the ability to control the experience, and the consistency provided.

By examining how interactions might actually be adopted and used as part of a mobile in-
terface, this chapter builds on the previous chapter in two ways. Firstly, it looks at how
interactions are paired with functionality and motivated by goals within an interface by ex-
amining how users might create multimodal input and how users place multimodal input
into context. Secondly, this chapter explores the ways that participants imagine multimodal
interaction actually unfolding in real world settings. In these focus groups, participants imag-
ined highly performative or embarrassing failures caused by themselves, the applications, and
spectators alike. Going beyond simple acceptance to adoption also meant that social factors
began playing a more significant role. Participants discussed how cultural differences may
influence adoption, how smaller social groups could influence adoption, and how usage over
time might affect an individual’s usage and adoption habits. These issues form the basis of the
next chapter, which looks specifically at interface appropriation over time in different cultural
groups.
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Chapter 5

Motivation and Presentation of Self
in Interface Appropriation

5.1 Introduction

The surprising and interesting ways in which users adapt new interactions to fit into their
everyday lives is an important aspect of technology in society that has been studied in a variety
of settings. This appropriation refers to the process by which users makes sense of and come to
be comfortable with new interactions to the point where they begin using them in their own
way. In the words of Dix, this is the process of making technology the “users’ own, not simply
what the designer gave them.” (Dix, 2007) Evaluations of appropriation have a strong tradition
in computer supported cooperative work (CSCW), such as Orlikowski’s ethnographic work on
Lotus Notes (Orlikowski, 1992) or Grudin’s work on workplace calendars (Grudin and Palen,
1995). However, studies of appropriation are not limited to CSCW or groupware applications,
but also allow for the effective evaluation of mobile technologies (Sambasivan et al., 2009),
tangible interfaces (Brewer et al., 2007), and performative experiences (Iacucci et al., 2002).
These evaluations are essential for understanding how technology might be used realistically
in everyday life and how users might adapt interactions to make them more acceptable.

This chapter explores appropriation by focusing on the adoption and adaptation of perfor-
mance in everyday life. This kind of appropriation occurs when users adopt performances,
add personal meanings to interactions, and successfully integrate performance into their ev-
eryday lives. In order to successfully deploy a multimodal mobile application for an extended
user study, this chapter looks at the entire design process of a multimodal system from initial
explorations of acceptance, to in depth discussions about adoption and use and through to
evaluation of the final product in real world settings. In order to thoroughly test this design
process, the studies presented in this chapter were completed concurrently in two very dif-
ferent cultural settings to better understand the how cultural factors affect social acceptability
and to test the effectiveness of the methodology. Cultural factors are likely to influence social
acceptability because multimodal interactions, which often involve highly noticeable gestures
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or speech, might be interpreted differently, allude to cultural references, or hold different per-
sonal meanings in different cultural settings. Gestures with arbitrary meanings in one setting
may be heavily significant in another. Speech commands which are highly disruptive in one
setting may be part of everyday life in a different setting. The design process followed in
this chapter began by identifying possible interaction techniques for evaluations and any cul-
tural differences that might influence preferences. This was followed by the evaluation of user
reactions about acceptance for a large set of possible interaction techniques that explores mul-
timodal adoption scenarios. Finally, a complete mobile multimodal system was evaluated in
the wild in order to study adoption and appropriation.

This chapter presents three studies that build on each other to examine usage and appropria-
tion in the wild. This builds on the previous chapters by demonstrating how prototype eval-
uations of social acceptability can be incorporated into the design of a complete multimodal
mobile system. These studies were completed concurrently with participants from Glasgow,
United Kingdom and Bangalore, India. These different cultural settings were chosen in order
to compare a typical Western user group with an emerging market user group. These groups
offer an interesting comparison because both will be familiar with mobile technology but indi-
viduals from these cultures will use mobile technology in very different settings with different
histories of mobile technology in everyday life. The first study in this chapter looked at exist-
ing mobile phone etiquette, as in the existing commonly accepted mobile phone practices in
a given social or cultural context, and usage habits through a survey study in order to create
a basis for comparison between Glasgow and Bangalore. The second study explored accep-
tance and adoption through focus groups that utilised video prototypes and a combination of
quantitative questions about technology acceptance and qualitative questions about technol-
ogy adoption. The final study was an extended ‘in the wild’ user study where participants
used a multimodal application for six days in their everyday lives. The multimodal applica-
tion used in this study was designed based on the results of the focus groups and surveys. This
study demonstrates some of the ways that participants incorporated multimodal interaction
into their everyday lives and became comfortable performing in public.

5.2 Understanding What Users are Doing Now: Etiquette and
Habit

In order to understand how users are currently using their mobile phones, with respect to
which functionalities are most used and what etiquette influences mobile phone usage in pub-
lic spaces, a survey study was completed to explore these issues in different cultural settings.
Surveys looking at mobile phone etiquette in different cultural settings have been completed
in previous work (Campbell, 2007). The survey presented in this chapter consisted of multiple
and short answer questions that were collected in Bangalore and Glasgow over the Internet
and on paper. This first step in the design process served as a baseline of comparison for this
cross-cultural study and identified areas of inquiry where user responses were unexpected or
highly divergent. The results of this survey highlight the differences in mobile phone habits
between respondents in Glasgow and Bangalore and provide a starting point for the following
focus group evaluation of multimodal interaction techniques.
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5.2.1 The Respondents

The respondents for this survey were carefully chosen from similar individuals in different
cultural settings with respect to familiarity with technology, education, and work environment
in order to focus on the cultural aspects. The survey focused on university students in full time
education and adults working in office-style professions, such as human resources, financial
services, public service, and information technology, described as ‘working adults’ throughout
this chapter. The respondents were recruited through email, social networks, and university
networks. Surveys were completed both on the Internet and on paper.

5.2.2 The Survey

The survey was designed to explore existing mobile phone practices, with questions relating
to the respondents’ mobile phones, their usage of different functionalities, and acceptability of
using their mobile phone in different locations. The full list of survey questions can be seen
in Appendix A.3. The survey was divided into three main sections: personal information,
information about the respondent’s mobile phone and information about how respondents
used their mobile phones in a variety of locations. In the first section, respondents were asked
to fill out basic demographic information such as their age and occupation. In the second
section, respondents were asked to answer questions about their mobile phone, such as what
kind of phone and service plan they had, how long they have had their phone, and what
functionalities their phone had. The final section used multiple choice questions to determine
how often different mobile phone functionalities were used with a four point scale from ‘daily’
to ‘never.’ Additionally, this section asked questions about where different functionalities were
used, where respondents could indicate whether or not they used the given functionality in
that location.

5.2.3 Results

The results of this survey are based on a total of 147 responses, comprised of 61 respondents
from Glasgow and 86 respondents from Bangalore. In Glasgow, 41% of the respondents were
students, ranging in age from 17 to 29 with an average age of 20. The remaining 59% were
working adults between the ages of 21 and 46 with an average age of 31. The survey respon-
dents in Glasgow were 37% percent female, 63% male. In Bangalore, 44% of the respondents
were students, ranging in age from 20 to 28 with and average age of 23. The remaining 56%
were working adults between the ages of 21 and 48 with an average age of 29. The survey
respondents in Bangalore were 44% female, 56% male.

Respondents were asked to provide basic data about their current mobile phone practices.
Respondents from Bangalore kept their phones for an average of 23 months, sent an average
of 16 text messages per day and made an average of 13 phone calls per day. 66% of the sur-
vey respondents from Bangalore used a phone with Internet capabilities. Respondents from
Glasgow kept their phones for an average of 11 months, sent an average of 13 text messages
per day, and made an average of 2 phone calls per day. 90% of respondents from Glasgow
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Figure 5.1: Frequency of use for common mobile phone functionalities for respondents in
Glasgow and Bangalore. Graphs are presented with ’daily’ on the left to ’never’ on the right.

used a phone with Internet capabilities. The most prominent difference between respondents
in Glasgow and Bangalore can be seen in the average number of phone calls per day. Using
a two-tailed Mann-Whitney test for non-parametric data (Corder and Foreman, 2009), the re-
sults show that respondents in Bangalore made significantly more phones calls per day than
respondents in Glasgow (p < 0.0001, large effect size r = 0.7). This clear difference between
the number of phone calls made per day for respondents in these different cultural settings
demonstrates a significant difference in existing practices. The following sections examine
these differences in more detail by looking at the frequency of use for a variety of mobile
phone tasks and the acceptability of using these in different locations.

Mobile Phone Functionality and Frequency of Use

The survey asked questions about how often common mobile phone functionality was used,
where respondents could answer with daily, weekly, rarely, or never. Figure 5.1 shows the fre-
quency of use for common mobile phone functions for respondents in Bangalore and Glasgow.

These results further illustrate the differing habits for respondents in Glasgow as compared
to Bangalore with respect to mobile phone calls and text messages. 100% of the respondents
in Bangalore reported using phone calls daily, as compared to just 61% in Glasgow. Using
the Mann-Whitney test, these results show that respondents in Bangalore used phone calls
significantly more often than respondents in Glasgow (p < 0.0001, medium effect size r = 0.3).
This results confirms that respondents in Bangalore not only use phone calls significantly more
often than respondents in Glasgow, but also complete significantly more phone calls per day as
reported above. The most frequently used functionality by respondents in Glasgow was text
messaging, with 93% of respondents using this functionality daily. This demonstrates a clear
preference for text messaging over using phone calls in Glasgow, where the opposite is true for
respondents from Bangalore. These differing preferences could have significant impacts on the
kinds of multimodal interaction techniques that would be accepted in these different settings.
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Figure 5.2: Acceptability of phone call usage in different locations for respondents within dif-
ferent cultural settings.

For example, speech-based interaction for browsing a contact list or initiating a call might be
highly acceptable in Bangalore and highly unacceptable in Glasgow. This could be due to
a variety of factors, such as the lack of phone call usage in Glasgow or the unacceptability of
speaking in public. Although this survey cannot describe why these differences were observed,
the identification of these differences can help to focus a more qualitative study exploring these
differences.

Where Mobile Phones are Used

This survey asked respondents whether or not they felt that common mobile phone function-
alities were acceptable in a variety of locations, where ‘accept’ or ‘reject’ were the only possible
responses. Figure 5.2 shows the percentage of acceptance for mobile phone calls in these loca-
tions, and Figure 5.3 shows the acceptance for text messages.

These results show differences in the acceptability of phone calls and text messages in differ-
ent locations, where different functionalities were preferred in different cultural settings. For
example, respondents in Bangalore were much more likely to use a phone call while walk-
ing than a text message, as compared to respondents in Glasgow, who were just as likely to
use calls or text messages in this setting. Although respondents from Glasgow and Bangalore
were equally likely to use text messages during meals, there was a more pronounced differ-
ence in the acceptability of making a phone call in this setting, with only 10% of respondents
from Glasgow finding this acceptable as compared to 57% in Bangalore. A similar comparison
can be seen in the bus setting, where respondents were similarly likely to use text messages,
but where respondents from Bangalore were more likely to use phone calls as compared to
respondents in Glasgow.
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Figure 5.3: Acceptability of text message usage in different locations for respondents within
different cultural settings.

5.2.4 Discussion

These results demonstrate some of the differing mobile phone preferences and practices for
respondents from two different cultural settings. Respondents from Bangalore made more
phone calls per day, and used phones calls more frequently in their everyday lives. In contrast,
respondents from Glasgow made significantly fewer phone calls, but sent a similar number
of text messages as respondents in Bangalore and used text messages more frequently than
phone calls. These differences in existing mobile phone usage indicate variations in mobile
phone etiquette and preferred mode of communication in these different settings that could
affect preferences and acceptance of multimodal interaction techniques. For example, if re-
spondents in Bangalore are more likely to use mobile phone calls in public settings than they
might also be more likely to accept voice-based interaction in public settings as well. This
could be especially true if the interaction is designed to mimic the appearance of a mobile
phone call. In contrast, participants in Glasgow used phone calls significantly less often in
public locations. If voice-based interaction was deployed in Glasgow, it might be more ac-
ceptable to make the interactions less noticeable rather than disguising them as mobile phone
calls. For example, users might be more willing to whisper to their phone than have an audible
conversation. These are the kinds of issues that can be uncovered with an initial survey and
explored in more detail in a follow-up qualitative study.

Respondents from Glasgow favoured using text messages in a variety of locations, including
during meals, while on the bus, and while shopping. On the other hand, respondents from
Bangalore preferred using phone calls in these locations. The differing preferences for these
functionalities could be caused by a variety of factors. For example, typical mobile phone plans
in these different cultural settings may favour text messages over phone calls. With 30% of re-
spondents from Glasgow having unlimited text message plans, as compared to just 6% in Ban-
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galore, it is not as surprising that respondents in Glasgow favoured text messaging. However,
respondents from Glasgow also had an average of 447 free minutes per month. In contrast,
23% of respondents from Bangalore had phone plans that charged per minute, with an aver-
age cost of 0.5 rupees (roughly 0.01 in US $) per minute. These different allowances don’t fully
explain the observed differences between respondents, and interactions with mobile phones
usually follow some rules of social etiquette. This etiquette may limit the appropriateness
of making noise or require that one pays attention to the current situation. For example, in-
dividuals in a lecture theatre are expected to remain quiet and pay attention during a class.
Rules of etiquette may be formalised in areas where phone use is strictly forbidden, such as
in airplanes or courtrooms. These rules of etiquette, both implicit and explicit, vary between
different cultural settings and influence the amount of mobile interaction that is acceptable in
those settings. Additionally, factors such as personal and social values around communication,
considerations about privacy or the perceived disruption for spectators might also play a role
in the differences observed in this survey. For example, Geert Hofstede’s cultural dimensions1

describe cultural differences in terms of five general categories that describe society (Hofstede,
2011). The ways that these general dimensions could correlate to mobile phone practices has
been explored in a variety of studies, such as those focusing on mobile user experience (Walsh
et al., 2010) and those focusing on mobile phone adoption (Swar et al., 2009).

Studying existing practices and etiquette with respect to mobile phone usage across cultural
settings provides a solid basis for looking at how new interactions might be accepted. These
results demonstrate some of the preferences and mobile phone etiquette differences for re-
spondents in Glasgow and Bangalore, but they do not explain why these preferences exist or
how they will affect the adoption of multimodal interaction techniques. The following section
presents a focus group study that builds on this quantitative data to explore qualitatively how
individuals make decisions about the acceptability of new interaction techniques, and how
they place them into a usability context. This next step in the design process, where partic-
ipants are asked to imagine a usability context, which includes a setting, task, and defined
series of inputs and outputs, include evaluations of acceptance and adoption.

5.3 Putting Interaction into Context: Evaluating Acceptance
and Adoption

To begin looking at the acceptance and adoption of new multimodal interaction techniques
in these different cultural settings, a focus group study was completed that combined mul-
timodal acceptance surveys with group discussions about adoption scenarios. Similar to the
focus groups described in the previous chapter, this study used experience prototypes (Buchenau
and Suri, 2000) in order to familiarise participants with a diverse set of possible interaction
techniques. The first goal of these focus groups was to identify differences and similarities
in the acceptability of different interaction techniques in different cultural settings and under-
stand the motivations for accepting or rejecting interaction techniques. The second goal was to
better understand participants’ approaches to placing interactions into context and imagining

1More information: http://www.geert-hofstede.com/
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Figure 5.4: Screenshots from video prototypes for the Glasgow (right) and Bangalore videos
(left). These portray the ”crazy” gesture (top) and the device scanning gesture (bottom).

how interaction could be successfully integrated into everyday life. The results demonstrate
how preferences stem from the same underlying motivations, and how these motivations in-
fluence the ways that participants placed multimodal interactions into context.

5.3.1 The Prototypes

Video prototypes were used in order to familiarise participants with the interaction techniques
in these focus groups. A culturally appropriate actor was used for each set of focus groups in
order to make the videos more familiar for participants and limit bias. Example screenshots
can be seen in Figure 5.4. Each video lasted from three to ten seconds and portrayed the given
interaction technique three times. Each video was recorded in a plain setting showing a neutral
coloured wall and a small desk, similar to the video prototypes used in Chapters 3 and 4.

5.3.2 The Interaction Techniques

A total of fifty interaction techniques in five categories were examined during each focus
group, as shown in Figure 5.5. These five categories were device-based gestures, body-based
gestures, emblematic gestures (Kendon, 1997), voice commands, and audio feedback. These
represent a subset of the categories described in detail in Chapter 4 with the addition of au-
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dio feedback. Device-based gestures included those that involve directly manipulating a de-
vice, such a shaking and squeezing a phone. Body-based gestures included any actions that
move a part of the body without directly manipulating a device, such as wrist rotation or clap-
ping. Emblematic gestures included any gesture that has a standalone meaning outside of the
context of speech, such as a thumb up or shrugging gesture. Voice commands included any
speech-based interaction directed towards a device, such as queries or commands for the de-
vice. Audio feedback included any speech or non-speech sounds generated by a device, such
as chimes or synthesised speech.

5.3.3 The Focus Groups

Each focus group consisted of three distinct phases. The full focus group schedule can be seen
in Appendix D.2 and the worksheets filled out by participants can be seen in Appendix E.2.
The first phase involved viewing the interaction techniques and becoming more familiar with
them. Each interaction technique was shown in a random order and participants were asked to
rate its acceptability for use on the pavement using a five point Likert scale. This location was
used as a baseline for acceptance based on the results presented in Chapter 3, where pavements
were shown to be one of the least acceptable locations for interaction. After all the techniques
had been demonstrated, participants were asked to rank each technique and indicate whether
they would accept or reject each one in their daily lives. The second phase of the focus group
involved talking about initial preferences and reactions to the techniques outside of a specific
usage context. The final phase involved evaluating the appropriateness and usability of the
interaction techniques within a specific set of usage contexts, where participants were asked
to describe how the interactions would work in real world scenarios.

5.3.4 Results

Each focus group consisted of two to five participants organised into groups by gender and
occupation, either ‘students’ or ‘working adults.’ A total of four groups were completed in
Bangalore and four in Glasgow with a total of thirty participants. Each focus group lasted
approximately ninety minutes. These results are based on the worksheets filled out during the
focus groups and transcripts of the discussions.

Different Preferences: Differing Concerns for Different Cultural Settings

When looking at initial acceptance, participants in Bangalore and Glasgow had different pref-
erences and concerns when accepting or rejecting these multimodal interaction techniques.
Comparisons between the average rejection rates between participants in Glasgow and Ban-
galore show some interesting differences. Using a two-tailed Mann-Whitney test (Corder and
Foreman, 2009) to compare non-parametric data, the rejection rates are significantly higher
from participants in Bangalore (p < 0.03, medium effect size r = 0.4). These rejection rates are
shown in Figure 5.6, where the average rejection rate from participants in Bangalore is 10%
higher than for participants in Glasgow.
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Interaction Category
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CategoryInteraction
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Figure 5.5: Set of interaction techniques used in focus groups.
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Figure 5.6: Comparison of rejection rates by category for users in Glasgow and Bangalore.

While overall rejection rates were higher for participants in Bangalore, the results show that
there are some interesting differences between rejection rates for different interaction cate-
gories. One category where participants in Bangalore had significantly lower rejection rates
was command-based speech. Using a two-tailed Mann-Whitney test (Corder and Foreman,
2009), the results show that participants in Bangalore had significantly lower rejection rates
for command-based speech (p < 0.02, large effect size r = 0.5). Additionally, participants in
Bangalore had significantly lower rejection rates for emblematic gestures (p < 0.02, large ef-
fect size r = 0.5). These quantitative differences demonstrate that participants from different
cultures preferred different interaction categories. The following qualitative analysis looks at
why these differences were observed.

During the focus groups, participants discussed why they accepted and rejected interaction
techniques, describing their own motivations for liking or disliking interactions and how they
felt about performing these in front of spectators. These discussions yielded a set of motiva-
tions for interaction technique acceptance or adoption, where some of these motivations were
expressed in different ways in these cultural settings, leading to different preferences. These
expressions represent the most prevalent approaches to the given motivation, where the ma-
jority of participants from the given cultural setting shared this approach. One of the most
common concerns for participants was attracting unwanted attention from spectators. How-
ever, the way that this motivation was expressed in different cultural settings led to interesting
differences in preferences.

• Motivation (M1): I want to perform comfortable and acceptable actions that do not at-
tract a lot of attention.

• Expression of M1 in Bangalore – I like actions that do not disturb others.

• Expression of M1 in Glasgow – I like actions that are subtle or surreptitious.
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Figure 5.7: Likert-style responses for participants in Glasgow for the acceptability of interac-
tion techniques, grouped by category.
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Figure 5.8: Likert-style responses for participants in Bangalore for the acceptability of interac-
tion techniques, grouped by category.
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The desire to interact with a multimodal interface without attracting unwanted attention has
been demonstrated in the previous studies described in this thesis, and was an equally impor-
tant concern for participants in this cross-cultural study. This motivation, expressed from two
different perspectives, represents a common concern that manifests itself in different ways.
When discussing which interaction techniques might be acceptable, one participant from Glas-
gow stated that “it would be the gazing with the eyes, the device twisting, and the belt tapping.
The things you could do really surreptitiously without anybody noticing.” When describing
unacceptable interactions, one participant in Glasgow summarised these unacceptable actions
as “the big movements.” Another participant in Glasgow stated that “I don’t like the swiping.
It just looks weird.” Participants in Glasgow more often considered the visibility or audibility
of their actions when determining acceptable or unacceptable interaction. In contrast, par-
ticipants in Bangalore described acceptable interactions from a different perspective. When
discussing acceptable interaction techniques, one participant in Bangalore stated that voice-
based interactions were acceptable because “there’s no disturbance from these one liners. It
doesn’t disturb the public.” When describing actions which were undesirable, these differing
perspectives led to different ideas about what was unacceptable. For example, one participant
in Bangalore stated that “foot tapping is always irritating. There may be hundreds of people
around you but actually one person will be next to you. It might not bother the 100th person,
but it will bother the 2nd person next to you.” The concern that actions could be disruptive
for spectators was the primary concern when determining both acceptable and unacceptable
interactions for participants in Bangalore. Although the underlying motivation is the same,
actions that do not disturb others and actions that are subtle or surreptitious are not always
the same. Hence, the same motivation leads the very different preferences when satisfied from
different perspectives.

Another aspect of acceptable interactions was their possible acceptability and usability in ev-
eryday life. Participants discussed how they would use multimodal interactions in different
contexts, and again approached this problem from different perspectives that yielded different
preferences.

• Motivation (M2) – I want to use actions that are acceptable in my everyday life.

• Expression of M2 in Bangalore – I need to use different actions for different locations.

• Expression of M2 in Glasgow – I need to use different actions based on who is around
and what I am doing.

While both user groups considered social norms and standards when determining accept-
ability, the way these issues were considered and organised reflected the different cultural
settings and different expressions of the same motivation. For example, participants from
Glasgow were more concerned about issues of social influence, the opinions spectators might
form about them, and whether or not others might be aware of the purpose of their actions.
For example, one participant from Glasgow stated that “if you were with friends or family and
there is this application and it’s based on hand gestures and snapping or pointing, it wouldn’t
really matter if it was part of the game and everyone was in on it. Everyone knows what’s
going on compared to a busy street where it’s full of strangers and no one knows what you are
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doing.” This participant looked at different contexts with respect to who might be there and
how actions could be explained to spectators. In contrast, participants in Bangalore focused
on the affordances that different locations had that supported or hindered multimodal inter-
action. For example, one participant from Bangalore stated that “at home we don’t have to
be silent, we can talk at any volume and the ring tone is okay at home.” Another participant
from Bangalore stated that “I do accept that [voice commands] in a meeting. Because [you
might receive] important messages, that is what I feel and I do accept that in a meeting.” Par-
ticipants in Bangalore were also more concerned with the appropriateness of communicating
personal information in different contexts. For example, several of the interaction techniques
communicated which personal contact was sending a message or calling. One participant
from Bangalore stated that “something might be private. Something which you don’t want to
disclose in front of your family or in from of your office people. ‘You have a missed call from
so and so, you got a text from someone,’ these things don’t go well.” This motivation demon-
strates again that participants in these different cultural settings had similar motivations that
were addressed in very different ways.

There were also similarities in the ways that participants determined social acceptability. For
example, participants in both user groups considered factors such as social norms and stan-
dards, mobile phone etiquette, the direction of gestures with respect to spectators, and how in-
teractions might be useful or productive. For example, when discussing voice commands one
participant from Bangalore stated that “just saying it is very easy, especially when you’re short
of time.” Similarly, another participant from Glasgow described how wrist rotation might be
used, stating that ”it has got a familiarity angle. I could see that being quite natural, quite
an easy one, possibly easier than hitting a button.” These results demonstrate some of the in-
teresting similarities and differences participants described when discussing how acceptable
multimodal interactions might be in everyday life.

Placing Interactions into Context: Cultural Approaches

A major portion of these focus groups was dedicated to discussing how inputs and outputs
could be paired together into a usability context for real world usage. Participants discussed a
variety of application areas, as listed in Appendix D.2. For each application area, participants
discussed which interaction techniques they would use to control the given application and
how the feedback would work with the interaction. One of the application areas that partic-
ipants discussed was how they would go about checking the time on their phone. Figure 5.9
shows how the most commonly discussed interaction techniques played out and how these
interactions were described.

The ways that participants discussed this scenario provide interesting insights into how they
made sense of these multimodal techniques and how these interactions might be used in daily
life. For example, participants in Bangalore were more likely to choose different input tech-
niques in different contexts, where participants from Glasgow were more likely to choose dif-
ferent output techniques in different contexts. For example, one participant from Glasgow
discussed how feedback should switch from private audio to visual based on how the phone
is set up. This participant stated that “if the headphones are plugged in ... you’ve set it to actu-
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interaction techniques were described.
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ally say the time. So you could have the phone tell you the time into your headphones or if you
don’t have the headphones connected then just light up the screen and show the time.” The
consistency of input rather than output was common in scenarios discussed by participants
in Glasgow, where participants preferred to have one consistent command to use in different
settings. In contrast, participants in Bangalore favoured different input and output techniques
for different contexts. One participant from Bangalore stated that in an “outdoor public place
you can hold the phone to your ear so that it tells you the time.” The same participant dis-
cussed using this functionality in a workplace, and stated that “when you’re at work ... you
have your phone handy, just squeeze it and the time is displayed.” While both of these output
styles are unobtrusive and do not make sound, different input techniques were favoured in
different locations.

When discussing this scenario, participants from different cultural settings showed a variety
of similarities, considering many of the same factors when determining how this interaction
should work. For example, participants from both Glasgow and Bangalore considered the
location and proximity of the device, discussing how the interaction might work relative to the
device. For example, participants from both settings described how feedback should change if
the device was in the hand versus in the pocket. Participants also discussed how multimodal
interaction could make mobile phone tasks easier either by shortening a series of steps into
a single action or making commonly used functionalities easier to access. Participants also
discussed a variety of ways that gestures could be used for continuous or discrete control, with
some gestures described as appropriate for both of these interaction styles. These similarities
in approach demonstrate some of the key concerns that can be addressed by designers in order
to give an interface wider appeal for diverse user groups.

5.3.5 Discussion

The results of these focus groups demonstrate some clear differences between the preferences
of participants in Glasgow compared to Bangalore for multimodal interaction techniques. Al-
though participants in Bangalore had significantly higher rejection rates for multimodal inter-
action techniques overall, participants from Bangalore had significantly lower rejections rates
for command-based speech and emblematic gestures. When comparing these results to the
cross-cultural survey results, there are several similarities that explain some of these differing
preferences. For example, respondents from Bangalore made significantly more phone calls
than respondents from Glasgow, and used phone calls in public more often than respondents
from Glasgow. Given this existing mobile phone usage, it is not surprising the participants
from Bangalore found voice-based commands more acceptable than participants in Glasgow.
If having mobile phone calls and making noise in public is more acceptable for participants in
Bangalore, using voice-based commands should also be relatively acceptable.

Participants often made decisions about acceptability based on the same motivation, but ex-
pressed differently in different cultural settings. In both cultural settings, participants de-
scribed the desire not to attract unwanted attention to themselves while interacting with a
multimodal interaction. For participants in Bangalore, this was expressed as a desire not to
disrupt others. In Glasgow, this was expressed as a desire to perform subtle or less noticeable
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interactions. Although there is some overlap between these expressions, preferences based
on these were relatively different. Participants in Bangalore described how voice commands
would be less disruptive for others than unusual or unexpected gestures. In contrast, partic-
ipants in Glasgow discussed how actions could be too small for others to notice or hidden as
everyday actions.

When placing interactions into a usability context, participants from different cultural settings
demonstrated some differences in their approaches. Participants in Bangalore tended to dis-
cuss scenarios where different input techniques should be used in different scenarios, where
participants in Glasgow favoured consistency of input and different output for different sce-
narios. Differing preferences aside, participants in Glasgow and Bangalore showed more sim-
ilarities than differences when discussing how multimodal interactions should be placed into
context. Participants in both cultural settings considered the location and proximity of the de-
vice, the ways that multimodal interactions could make mobile phone tasks easier, and how
interactions could be used in discrete and continuous control contexts. The similarities suggest
that once preferences are established, the applications of those interactions to a usage scenarios
will share many of the same motivations and rationales.

The results of these focus groups identify interesting preferences that are incorporated into
the final phase of this design. The main input techniques evaluated in these focus groups in-
cluded emblematic gesturing, device-based gesturing, body-based gesturing, and voice-based
commands. The use of audio feedback was widely accepted and therefore should not present
any significant issues if incorporated in an application. The following section presents an in
the wild user study with an application design based on the results of the survey and focus
group studies.

5.4 Looking at Appropriation: Usage in the Wild

When looking at the appropriation of multimodal interfaces, evaluations should investigate
how users choose to perform actions, how they feel their actions are perceived by others,
and when and where they choose to interact. Often, it is not possible or effective to evaluate
these kinds of issues in a lab setting and user studies must be brought out into real world
contexts. However, evaluations of multimodal interactions ‘in the wild’ present challenges,
especially for mobile interfaces that will be used while ‘on-the-go’ in a variety of contexts.
Traditional ethnographic methods of observation are typically not reasonable or practical if
interaction occurs naturally and sporadically throughout the day. There are also technical
challenges since such a deployment would be subject to a huge variety of contexts, noise levels,
and other situational background disturbances that could affect sensor accuracy, usability and
experience. For example, recognition accuracy rates for gesture-based interactions can often
be affected by unexpected circumstances, such as sensor noise from walking or riding public
transport. Additionally, multimodal feedback may be difficult to perceive in different settings
where noise or distractions limit focus. These challenges make longitudinal or ‘in the wild’
studies difficult for multimodal mobile interfaces.

The design of the user study presented in this chapter approached these issues by carefully
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creating a multimodal interface for practical use in a variety of contexts. This study combined
traditional usability metrics, instrumented usability techniques (Crossan et al., 2005), and qual-
itative methods to gain the best possible view into the usage and experience of the application.
The user study revolved around a gesture controlled mobile game application that allowed
for different modes of gesture control for continuous and discrete interaction. This applica-
tion, called Mo!Games, was designed to incorporate gesture-based input with audio, visual,
and vibrotactile feedback. Of the two games included in the application, one used continu-
ous gesture control and one used discrete gesture control. Both games also support different
modes of gesturing, including gesturing with the wrist, the head, and the device itself. This
study was completed concurrently with participants in Glasgow and Bangalore. The results
of this study explore participants’ perceived usability of the interactions, their preferences and
appropriations of the different gesture modes, the experience of gesturing as part of a mobile
interface in everyday life, and the cultural differences between these user groups.

5.4.1 The Mo!Games Application

The Mo!Games application was designed for use in everyday life for an ‘in the wild’ study.
Each game lasted roughly one minute, allowing participants to easily pick up the application
for short playing sessions throughout the day. It included an interface for leaving voice notes,
where participants could leave feedback, comments, or relate stories during the course of the
study. Additionally, the application included help screens with information about how to
use each gesture mode, how to position the external sensor used in the study, and how to
troubleshoot issues with the external sensor and the application itself. The application also
included an ‘achievements’ page where participants could keep track of their daily usage and
gain achievements based on how many games they had played, how well they had been doing,
and other simple aspects of the games. This was included to encourage participants to play
the games and be aware of how long they had played thus far.

The first game in the application was a trajectory/toss game, where users had to toss marsh-
mallows onto a target, shown in Figure 5.10. In the Marshmallow Toss game, the angle of the
toss is controlled using gestures with continuous visual feedback. The tilt or rotation corre-
sponds to the angle of the launch, and a marshmallow is tossed after the user taps the touch-
screen. Vibrotactile and audio feedback is provided when the marshmallow successfully hits
the target, with a different vibration pattern when the target is missed. The goal of this game
is to gain as many successful hits within one minute, with achievements for actions like most
successful hits, best hit rate, and fastest time to successfully hit five marshmallows. The target
moved randomly around the shooting area after each toss.

The second game was a ‘Simon Says’ style game where each game began by presenting a list of
icons corresponding to gestures that must be memorised within 30 seconds, including rotate
left, rotate right, and flick downwards, shown in Figure 5.11. Once 30 seconds had passed, the
list disappeared and the user had to perform the gesture list correctly from memory within 30
seconds. After three successful games, the list size increased by one. If users made a mistake,
they moved back one level. The interface provided visual, audio and vibrotactile feedback
when users were repeating the gesture list based on the correctness of their actions. The goal of
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Figure 5.10: Screenshot of the beginning of a Marshmallow Toss game. Marshmallows are
targeted using the white arrow on the left side of the screen, and tossed at that angle when the
screen is tapped. The target on the right side of the screen is a red stick, which moves after
every toss. The orange bar in the top right is a timer for the game.

Figure 5.11: Screenshot from the end of a Simon Says game. The grey list of icons in the top
row are presented during the first half of the game. These must be memorised and repeated
during the second half once the list is no longer displayed. As the gestures are repeated,
the corresponding icon is displayed in the bottom row with a red or green border to indicate
correctness. At the end of the game, as shown in this screenshot, both lists are displayed
together.
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this game was to successfully complete as many rounds as possible without making mistakes,
with achievements such as passing different levels and best success rates.

Both of these games could be completed using one of three gesturing styles, including gestures
with the wrist, the head, and the device. For the Marshmallow Toss, the angle of the trajectory
was continuously controlled by the angle of the wrist, head, or the device itself. For the Simon
Says game, rotate left, rotate right, or flick could be performed with the wrist, head, or device.
Thus, each game can be completed using the same types of movements performed with dif-
ferent parts of the body. The application was deployed as an Android application on a Google
Nexus One2 paired with a SHAKE sensor pack3. The SHAKE is a Bluetooth enabled sensor
that includes an accelerometer, gyroscope, and magnetometer. The external sensor pack was
only used for the head and wrist conditions with the internal Nexus One sensor used for the
device condition.

5.4.2 Gesture Design

Gestures were chosen as the primary input technique for both practical and social reasons.
Because this application was used independently by participants in their everyday lives, ges-
ture control provided a relatively robust input technique that was less likely to be affected by
ambient noise, users’ regional accents, and other environmental factors that would make suc-
cessful voice input difficult in a mobile application. Additionally, mobile speech recognition
would require extensive processing power or a constant Internet connection, both of which
would have been impractical given the locations and application used in this study. Signifi-
cant delays in processing would have inhibited game play and the availability of reliable data
connections was poor. Thus, gestures were chosen as the primary input technique since these
could be efficiently recognised on the device in real time, and voice input was limited to the
voice note functionality. However, participants were asked about their comfort in using the
voice note functionality and asked about how they would feel using voice commands for this
application during interviews at the end of the study.

The gestures used in this study provided both continuous and discrete control using similar
actions. These gestures were also designed such that it would be possible to perform the
same movements with different parts of the body. In the Marshmallow Toss game, tilt left and
tilt right were used to continuously control the angle of the trajectory using visual feedback
for control. In the Simon Says game, discrete gesture control was used when repeating back
patterns of gestures.

The selection of the these three gestures was based on the acceptance of these gestures in the
previous focus group study and their ability to be performed with different parts of the body.
Based on the results of the focus group, device-based gestures were the most acceptable input
technique for participants from Glasgow and the second most acceptable input technique for
participants from Bangalore. Therefore, device rotation left and right and device flick were
supported in this application. These three gestures were also translated to the wrist and the
head. With respect to the acceptability rankings for body-based gestures, wrist rotations were

2More Information: http://www.google.com/phone/detail/nexus-one
3More Information: http://code.google.com/p/shake-drivers/
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the fifth most acceptable body-based gestures for participants in Bangalore with a rejection
rate of 50%, and the seventh most acceptable for participants in Glasgow with a rejection
rate of 29%. With respect to head nodding side to side, this was the second worst body-
based interaction with a rejection rate of 75% for participants from Bangalore, and the fourth
worst body-based gesture with a rejection rate of 43% for participants from Glasgow. These
selections provide a good diversity of relatively acceptable and unacceptable interactions.

Recognition Design

Because this application was used while mobile in real world settings without an experimenter
present, it was important to keep the gesture recognition simple and robust. The gesture recog-
nition was designed using accelerometer-based sensing that calculated the roll and the current
energy or total movement of the sensor. These values were automatically calculated by the
SHAKE drivers. Using a thresholding technique combined with a simple state machine, rota-
tion left and right were recognised by rotating a sufficient amount in the appropriate direction
and returning to a central position. The flick gesture was recognised by calculating the current
change in energy and testing against a threshold. Small adjustments to these thresholds were
made for the head mode, so that slightly less movement was required for successful recogni-
tion.

5.4.3 The Study

The focus of this user study was to compare the adoption and possible appropriation of three
multimodal conditions in two cultural settings. Participants were asked to use the Mo!Games
application for six days, completing three gesture conditions of two days each. Participants
were not required to complete a certain amount of usage, but were encouraged to use the
system in as many different locations as possible. As a guideline, participants were asked
to use the system for roughly twenty minutes per day. The order of the gesture conditions
was counterbalanced between the participants and was controlled and changed automatically
by the game application. Throughout the course of the study, participants were asked to tag
their current location from a list of possible locations consisting of: home, work, pavement
or sidewalk, on public transport, on private transport, in a shop, in a restaurant, or other
with an optional text input field. These location categories were used in order to provide
useful information about the participants’ current context without compromising privacy or
security. For this reason, the application did not log GPS or any other personal information that
would identify participants’ current physical location. Additionally, participants were asked
to provide feedback about their experiences by recording voice notes. All activities within the
application were logged, including any click or touch input, the path taken through the game
screens, and all gesture interactions. Logging of the gesture interactions included successful
and unsuccessful actions as well as the progress of the current game. At the end of the study,
participants were interviewed about their experiences with the game, their preferences for
different gesture modes, and discussed the incorporation of additional interaction techniques,
such as voice control, as possible additions to the mobile interface. The full list of interview
questions can be seen in Appendix C.3.
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Because of the inherent challenges with completing an in the wild investigation, the design of
this study was based loosely around another successful longitudinal evaluation of multimodal
feedback completed by Hoggan and Brewster (2010). Important aspects of that study were
incorporated into the one presented here, such as giving participants specific equipment to use
over the period of roughly a week while going through a set of multimodal conditions each
lasting two days. The work completed by Hoggan and Brewster also demonstrated the success
of asking users to tag their current location whenever using the system, and allowing them to
provide feedback throughout the course of the study using voice notes recorded within the
application.

5.4.4 Results

The results of this user study are based on the logs generated by participants, voice notes and
other feedback provided by participants, and semi-structured interviews completed at the end
of the study. This includes the results for a total of twenty users, with ten each from Glasgow
and Bangalore. The participants ranged in age from 20 to 45, 7 were female and 13 were male.
10 of the participants were students, and 10 worked in technical office jobs. The participants
were recruited through email and social networks.

These results are based on over 35.5 participant hours playing games, distributed throughout
the participants’ everyday lives. Participants spent an average of 106 minutes interacting with
the application over the span of six days, spending similar amounts of time in each gesture
mode. On average, participants interacted with the application for 40 minutes in the device
mode, 37 minutes in the wrist mode, and 34 minutes in the head mode. This section will begin
by discussing the cross-cultural comparisons between these two user groups, then go on to
discuss overall results from both groups.

Cultural Differences in Input Technique Preferences

Participants from different cultural settings had different preferences for gestures modes. Fig-
ure 5.12 shows the number of participants that favoured each gesture mode, or had no clear
preferences, describing different preferences for different games. Pair-wise tests using the
non-parametric Mann-Whitney test for independent samples (Corder and Foreman, 2009) in-
dicate there are no significant differences between the numbers of users preferring each mode
in Glasgow and Bangalore. Overall, device, head, and wrist mode were ranked in a similar
order for participants from these two cultural groups. However, the order of those ranks was
significant. The non-parametric Friedman test (Cramer, 1994) for ordinal data shows a signifi-
cant difference (p = 0.0017) between the ranks for different gesture modes for all participants.
Pair-wise tests using the non-parametric Wilcoxon Signed-Rank (Corder and Foreman, 2009)
test show significant differences between the ranks of gesture modes for all participants. Wrist
mode was ranked significantly higher than head mode (p = 0.05, medium effect size r = 0.4).
Device mode was rank significantly higher than wrist mode (p = 0.04, medium effect size r
= 0.4). Device mode was also ranked significantly higher than head mode (p = 0.0004, large
effect size r = 0.8).
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Figure 5.12: Number of participants that preferred different gesture modes, or described vari-
able preferences based in the game or location, for participants in Glasgow and Bangalore.

Another area where differing preferences were observed was voice control. Although voice
control in this application was limited to the voice note functionality, participants were inter-
viewed about their comfort using the voice notes, and asked to imagine how they might use
voice control as part of the game in place of the touch screen control. For example, the Marsh-
mallow Toss used a touchscreen tap to launch the marshmallows, but this could potentially be
replaced with a voice command in a possible version of the application. When discussing their
experiences with the voice note functionality, half of the participants from Glasgow stated they
were uncomfortable using voice, as compared to just one third of the participants in Bangalore.
When discussing the possibility of using voice-based commands to interact with the applica-
tion, the differing preferences became even more pronounced. Six out of ten participants from
Glasgow stated that they simply would not use a voice command with their mobile phone, as
compared to just one participant from Bangalore. Half of the participants from Bangalore said
they would be happy to use voice controls, with a further four participants stating that they
would consider using voice in certain situations. These results are comparable to the previous
focus group presented in this chapter, where participants from Bangalore rejected just 5% of
command-based speech interaction as compared to 43% for participants from Glasgow.

Participants in Glasgow were often worried that the voice commands would be inappropriate
or embarrassing in the places where they most often interacted with the application. One par-
ticipant from Glasgow stated that “I would prefer the tap, just because in the context where I
played the game I felt it would have been intrusive to be speaking to something as opposed
to just making funny motions.” Another participant described how voice commands required
more explanation for spectators, stating that “I probably wouldn’t use it [a voice command].
Even in the house, I would feel a bit strange. I do use voice control on the phone occasionally,
but I always find myself explaining myself first.” Participants from Glasgow often thought
that the initial embarrassment of performing the voice command would make the application
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much less enjoyable. When discussing voice commands, another participant from Glasgow
stated “I don’t think I would’ve played as often. It would’ve been a chore.” Another partici-
pant stated that “I would probably have only played it when I was by myself [if using voice
commands]. I don’t think I would’ve enjoyed that very much.” In many cases, participants
simply did not consider how voice commands might be used because they did not find them
acceptable to perform in the first place.

In contrast, participants in Bangalore were more interested in how voice commands could in-
crease the usability of a mobile interaction and found voice commands generally acceptable in
public places. For example, one participant from Bangalore stated that “one of the problems
was holding the device and tapping at the same time. Saying ‘shoot’ would solve some of
that problem. Socially, at home and office I wouldn’t be bothered about speaking. If I’m with
friends, and they see me playing this game, it’s not a problem at all.” Another participant
discussed how voice commands could increase the usability of certain scenarios. This partici-
pant stated that “personally, I would like to have both the controls, based on the situation. For
shooting in head mode, I would prefer giving a voice command. Otherwise, I am comfortable
tapping, like in device mode. I would like the control to switch it for this mode or that mode.
I would like to have both.”

Perceptions about Accuracy and Usability

During the post-study interview, participants described how the accuracy of the gesture modes
varied. Even though the successful hit rates were not significantly different, having simi-
lar means and standard deviations as shown in Figure 5.13, participants had strong opinions
about which modes had the best control and accuracy. The majority of participants felt that
the device mode was the most accurate, closely followed by the wrist mode. Head mode was
often described as the least accurate and usable mode. Given that the recognition techniques
were nearly identical for each gesture mode, these different perceptions of accuracy and us-
ability between gesture modes are based on a variety of experiential factors. For example,
the flexibility and dexterity of the head and wrist are very different. However, participants
discussed a variety of issues that went beyond simple physical constraints.

Perceived Size of Movement – Participants described how some of the gesture modes did
not seem to respond as quickly as others, where the perceived size of the movement had a
strong influence on how well the system seemed to respond. Even though the recognition
techniques required roughly the same amount of displacement for each of the three gesture
mode, participants often felt that some modes required more movement than others. For ex-
ample, when describing the head gestures, one participant stated that “it felt like it was the
least accurate, it felt like you had to make big movements, it didn’t feel good to use and I didn’t
seem to pick it up as easily.” Differences in the physical constraints of the different modes and
how the gestures were performed made some modes appear to require more movement. For
example, the head gestures often seemed to require more movement because head gestures
used a larger proportion of neck flexibility than wrist gesture required of wrist flexibility. In
other cases, participants performed extraneous movements while completing gestures and
mistakenly thought that those interactions required larger movements. Previous work has
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Figure 5.13: Successful hit rates for each gesture mode. Error bars show one standard devia-
tion.

investigated how users develop misconceptions about the actions required for successful in-
teractions (Freeman et al., 2009), where these results demonstrate how these misconceptions
can have significant effects on the acceptability of interaction.

Isomorphism Errors – Certain gesture conditions seemed more prone to isomorphism errors
(Williamson, 2006), where there was a disconnect between a user’s perception of what a system
is recognising and what a system is actually recognising. Particularly with the wrist condition,
participants had difficulty identifying and repeating successful performances of the tilt left and
tilt right gestures. For example, one participant stated that “initially I could not get the hang
of this, though I could move it around easily the exact direction was difficult so I could not
score.”

Lack of Familiarity – Participants found actions which interacted with the device in an un-
usual or unfamiliar way to be less accurate and more difficult to use. One participant stated
that “I’m not used to using head or wrist to activate anything with the device. So with the
device, I found it easier. I found device mode easy and comfortable.” The strangeness and
unfamiliarity of an interaction gave participants much less confidence when performing inter-
actions and led to perceptions of decreased accuracy.

In some cases, participants recognised that the ‘most accurate’ mode was not their favourite.
For example, one participant stated “My best score was in the wrist mode, but actually that’s
my least preferred mode.” Another participant stated that “I felt the most control with the
head mode, but I think it would be the one I would be least likely to use.” These situations
highlight the need to explore how desirability and usability affect actual usage behaviours.

Gesture Mode Preferences

When looking at the overall gesture mode preferences for both user groups, the device mode
was the most commonly favoured with ten of twenty participants ranking this as the best. This
is not surprising, as device based gestures have been shown to be the most acceptable types
of gestures in Chapters 3 and 4. However, those participants that preferred other gesture

125



modes provided interesting insights into the reasons why body-based control might be more
desirable. Five of the twenty participants favoured wrist mode, one favoured head mode, and
four had variable preferences depending on the game or the context. During the interviews,
participants described different aspects of the body-based interactions that made them more
desirable than the device-based ones.

Better Control – Participants described how body-based gestures gave them a better sense of
control and greater confidence while performing interactions. One participant stated that “I
found that in wrist mode, it was responding much better. Also, when you are in the device
mode, you have a fear that the device might fall while you are doing the gestures. That’s not
a problem with the wrist mode, once it [the sensor] is tight on your wrist you can move your
wrist around as much as you want.” This sense of confidence and control allowed participants
to explore the experience of gesturing more thoroughly, leading to a more enjoyable experience
overall.

Hiding Interaction – In some cases, participants appropriated body-based actions by disguis-
ing or hiding their performance. Although the application was designed to support perfor-
mative actions, the ability to perform more subtle interactions or hide interactions altogether
made body-based interactions more comfortable in public places. One participant described
how the body-based gesture modes could be performed with subtlety. This participant stated
that “for the marshmallow game, I could just tilt my head slightly and tap, and no one could
know what I was doing.” Another participant described how using the device-based gestures
to play the game was more obviously playful and thus inappropriate for a work place than
the body-based modes, which could be performed surreptitiously. Although the device-based
interactions made it clear that actions were directed towards an interface, the obvious use of
an interface was not always desirable.

Novel Experience – Some users preferred body-based interactions simply because this was
an enjoyable and new way to interact with a mobile phone. One participant stated that “I
quite like the [wrist] gesture because it was novel, and I thought the device mode was less
interesting.” Participants enjoyed experimenting with new interaction techniques simply for
the sake of getting a new experience. Although this effect might wear off over time, other
factors might encourage sustained use. For example, an interaction might be initially accepted
for its novelty then continue to be used because it increased ease of use and allowance for
better control. This may be a way for an initially less socially acceptable gesture to become
accepted into normal life.

Some participants described how their preference for a gesture mode was based on the game
they were playing, with body-based interactions favoured for continuous interaction and de-
vice based interaction favoured for discrete interaction. One participant stated that “it felt odd
doing the movements so jerkily, at least with the marshmallow game it was a smooth mov-
ing of the head as opposed to a twitch.” For discrete control, body-based interaction often
had a much more rigid and abrupt appearance, making these interactions less acceptable and
comfortable than their continuous counterparts.
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Gesturing in Everyday Life

Because this application was used in participants’ everyday lives, they had the opportunity to
experience performance in a variety of settings. Figure 5.14 shows some of the most commonly
tagged locations by participants throughout the study. Although the majority of games were
played either at work or home, some were also played on the pavement, on public transport,
and at restaurants. In these scenarios, participants provided detailed feedback about the effect
of spectators and their feelings about how their performance appeared.

Participants described how spectators could make them feel uncomfortable performing to the
point that they would stop altogether. One participant stated that “I was sitting on the steps in
the mall and some people who were passing by stopped and looked at me. And then I didn’t
continue that game. I stopped it, and took off my cap and put it in my bag. So obviously I’m
not comfortable playing it in head mode in public.” Even the anticipated effect of unwanted
attention from spectators was enough to prevent interaction in public places. One participant
stated that “I made a very conscious decision that the only one I would ever play outside
of work or home would be the device mode.” Another participant also described how only
certain modes were acceptable in public locations: “I played the marshmallow game even in
the restaurant, but I would not have felt comfortable playing it in the head mode or the wrist
mode. Since I was in the device mode, it was more comfortable to be playing it in public
places.” For some participants, these initial barriers to interaction meant that they were not
able or willing to experience the application in certain settings. This deployment specifically
included relatively unacceptable interaction techniques, so rejection of the application in cer-
tain locations is not surprising. However, these ‘missed opportunities’ for interaction would
be detrimental to a large scale deployment if they were unexpected. This demonstrates the im-
portance of completing early evaluations of social acceptability to identify which interaction
techniques are simply unacceptable for usage in everyday life.

Another factor that participants discussed was the greater social acceptance of interactions,
with consideration to how this kind of acceptance might change over time. For example,
one participant described how the ubiquity of smart phones meant that moving a device in
a strange way is not as unacceptable as it used to be. This participant stated that “I was
quite aware of moving my head around in an unnatural way, as where no one would say
anything if you are doing that with a device.” Other participants described how interactions
would become more familiar and more acceptable as more people began to use them. When
describing the use of voice commands, one participant stated that “telling the command, right
now I don’t feel comfortable. Maybe with time, when everybody is speaking to their device it
might change.”

Interaction Design

Participants described aspects of the application that made interaction feel less fluid and more
difficult to control. Because the application required visual attention for successful play, partic-
ipants often held the device differently for different gesture modes. For example, participants
described how they were forced to hold the device at eye level while in head mode because
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Figure 5.14: Average number of games played by locations for each gesture mode.

they felt that the interaction did not work if their head was not upright.

Separation of Action and Attention – One issue with using the body-based gestures was that
the input was performed away from the device, leading to a sense of disconnect or confusion.
For example, one participant stated that “the device that holds the interface is also the thing
you are interacting with, so it becomes a single thing [in device mode]. In other modes, it’s an
additional sensor that you are using on your wrist or your head, so your attention is split. So
here [in device mode], the concentration is more so it gives you a more engaged feeling but
when it is split, it takes away some of the joy.” Another participant stated that “One hand is
doing the gesture part, and one hand is assigned to holding, and tapping. There it becomes
difficult.” This disconnect between action and the focus of attention led to a less satisfying
experience for some participants.

Symmetry of Interaction – Participants discussed the lack of symmetry when using the wrist
mode because each hand was set to a different task and the range of comfortable wrist rotations
favoured rotating to the right. One participant stated that “with the wrist mode, I found it was
difficult to use both wrists. I had to keep my hand like this and again I need to use one to
tap.” When gesturing was asymmetric across the body, participants found this more difficult.
This issue was mainly described with respect to the wrist gesture mode, because gesturing
was performed with one wrist and interaction with the device had to be completed with the
other hand.

Relationship Between Action and Device – In this application, interaction included tilting
the device and tilting the head. Both of these actions could change the users’ perspective on
the visual feedback provided by the application. For example, one participant described how
device tilting gestures made it difficult to properly view the visual feedback on the screen. This
participant stated that “because you have to tilt it (the device), it makes it difficult to target.”
Another participant stated that “if you use your head, you are using the phone in a natural
position, whereas with the wrist you are holding the phone with your wrist at the side, it looks
unusual.” The orientation of the device with respect to interaction played a significant role in
the enjoyability and usability of the application.
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5.4.5 Discussion

The purpose of this study was to give participants in different cultural settings the opportu-
nity to interact with a multimodal application in their everyday lives. Although the user study
lasted only six days, participants were able to gain a wide variety of experiences, form strong
opinions about the performances and the application itself, and found ways of performing
interactions that were acceptable in their daily lives. This occurred in the variety of ways that
participants took a simple performance and adapted it to make it work personally and socially
for them. For example, participants discussed how head-based interaction could be easily hid-
den in everyday life by performing subtle actions and appearing to use their mobile phone
traditionally. Alternatively, participants described how they included friends and family in
their game play in order to explain their actions to others and make their performances more
acceptable and even enjoyable in front of these spectators. Although the game was designed
for individual use, many participants described how they used the game socially to show off
novel technology as well as make performance a better experience. This balance between the
ability to dynamically hide or perform interactions allowed for more possibilities for interac-
tion in everyday life. When participants were alone, subtle and hidden actions worked best.
However, the same interface could be used in a performative manner when with a group of
friends.

In contrast, appropriation failed in cases where usage was deemed unacceptable or where is-
sues with the interface made interaction too awkward. In some cases, participants were simply
unwilling to experiment with different gesture modes in public places. Head-based interac-
tion was intentionally included in this study as a relatively unacceptable interaction technique
based on the previous cross-cultural focus group study, and many participants were simply
unwilling to perform these gestures in public. However, participants described ways that even
the least acceptable interactions could be incorporated into everyday life. By exploiting some
of the benefits of unusual or traditionally unacceptable interactions, users of a multimodal
system could be gradually encouraged to adopt these new interactions using the ‘foot in the
door’ technique (Freedman and Fraser, 1996). This technique, named for the successful prac-
tice of door-to-door salesmen, describes how compliance can be much more easily achieved
through incremental steps rather than large changes. With respect to a multimodal interface,
the implementation of a single compelling interaction using a relatively unacceptable tech-
nique might be enough to ‘get the foot in the door’ for future applications of that technique.
Chapter 3 demonstrated that even one bad or good experience can be enough to set a user’s
opinion, and introducing new and unusual interactions gradually, for example by exploiting
the qualities of body-based interactions described by participants in this study, could help
prevent users from simply rejecting new interactions.

The interaction preferences developed differently for participants in different cultural settings
mainly due to initial preferences for multimodal interaction techniques. For example, the
possibility of using voice-based control as part of a mobile interface was much more acceptable
for participants in Bangalore than in Glasgow. Participants in Bangalore discussed how voice
control would be acceptable, would save time, and would be an interesting a novel interaction
technique. In contrast, the majority of participants from Glasgow stated they simply would
not use voice-based control for fear of embarrassment or acting inappropriately. Between these
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two user groups, voice versus gesture-based control proved the most different with respect
to participant preferences. However, once different preferences were discussed, participants
from both cultural settings described the same types of issues with embarrassment in everyday
life, issues with the interaction design of the application, and methods for making interaction
work in daily life. This indicates that it is important to choose the right initial set of techniques
for different cultural settings, which will then be adopted and used in very similar ways. This
could be enacted by completing an initial survey looking at acceptance of possible interaction
techniques in different cultural settings and selecting culturally appropriate sets of techniques
before implementation, as in this chapter.

5.5 Conclusion

This chapter explored the appropriation of multimodal interfaces by demonstrating a com-
plete multimodal design process from early brainstorming and prototyping to a full deploy-
ment in the wild. This design process also demonstrated the successful application of the
entire methodology presented by this thesis from beginning to end, evaluating acceptance,
adoption, and appropriation in different cultural settings. By completing this process in these
different settings, this chapter demonstrates the effectiveness and general applicability of this
method. The first study in this design process was a survey study to identify respondents’
existing mobile phone practices and preferences. This survey provided a baseline from which
the subsequent focus groups were designed. These focus groups explored a variety of input
and output techniques in order to identify participants’ preferences and differences with re-
spect to the acceptance and adoption of multimodal interaction techniques in different cultural
settings. The final study was completed in the wild with a multimodal application designed
based on the results of the focus group. This study demonstrates how these multimodal tech-
niques were adopted, appropriated, or rejected in real world situations.

This chapter successfully demonstrates the methodology proposed by this thesis for evaluat-
ing social acceptability and user experience. The application, designed using a combination
of qualitative and quantitative data collected through a survey and a focus group, resulted
in an acceptable and usable interface. Participants’ preferences for different gesture modes
in the Mo!Games application matched those found in the focus group study. Additionally,
participants’ preferences and perceptions about voice control were also predicted by the fo-
cus group study, where participants from Bangalore found voice-based control significantly
more acceptable than participants in Glasgow. This demonstrates the validity and usefulness
of early evaluations of social acceptability, where users can make informed judgements about
the acceptability of using different interactions in their everyday lives using simple prototypes
with survey responses and group discussions. These kinds of evaluations are useful for guid-
ing design because they can be completed early on in the design process with a divergent set
of possible interaction techniques and easily can be incorporated into design.

The results of the first survey study served mainly to provide a baseline for comparison since
this entire evaluation was completed in two highly different cultural settings. The results of
this study identified differences between favoured mobile phone functionalities and different
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etiquette influencing acceptable use in different cultural settings. For example, the significant
differences between the usage of phone calls in public places between Glasgow and Bangalore
identified an interesting line of inquiry that was followed up in the subsequent studies. In the
focus group study, the divergent set of possible interaction techniques included a variety of
input and output techniques that required making noise in public places similar to the kind of
noise a phone call makes. Because this study began without restrictions on what kind of appli-
cation should be developed, this survey served as a simple method to gain some inspiration
and a better understanding of how different locations might affect multimodal interaction.

The focus group study looked at the acceptance and adoption of a divergent set of multi-
modal interaction techniques by combining survey-style responses about acceptance with fo-
cus group discussions about adoption. These focus groups demonstrate the different factors
influencing technology usage in public as seen in different cultural settings. Overall, partic-
ipants from Bangalore had significantly higher rejection rates than participants in Glasgow.
However, some interaction categories had significantly higher acceptance rates in Bangalore
than in Glasgow. Participants in Bangalore had significantly higher acceptance rates for voice-
based interaction, a finding that was incorporated into the design of the Mo!Games applica-
tion. Although participants had similar motives for accepting multimodal interactions, the
ways in which these were expressed resulted in very different preferences. The desire to use
technology in a comfortable and satisfying way meant different things in these different set-
tings.

The results of this ‘in the wild’ user study demonstrate how participants might actually use
and appropriate multimodal interactions in their everyday lives. Over the span of six days,
with two days per gesture mode, participants were able to develop strong preferences for
different interaction techniques, opinions about the accuracy and usability of the application,
and discuss how possible additions to the application might work in their daily lives. Par-
ticipants adapted performance in order to make interaction acceptable in different contexts.
In some cases, performance was hidden in public places or shared with familiar spectators in
order to successfully incorporate interaction into public places. Culture played a significant
role in the initial preferences for different interaction techniques but had a much smaller effect
on how participants actually went about adopting and appropriating the techniques in their
daily lives. Gesture modes played a major role in how the interface was used, with many
participants simply refusing to use certain modes in public places. The selection of acceptable
interaction techniques, or the exploitation of the benefits of unusual techniques, is an impor-
tant factor to consider when designing interfaces for real world usage.

131



132



Chapter 6

Conclusions

This thesis explores the user experience of multimodal interaction techniques by completing
evaluations at increasing levels of depth and complexity. Using a novel approach to user
experience, this thesis explores multimodal interaction as performative interaction, organising
the results based on individuals’ subjective experiences, their perceptions about spectators,
and their memories about past experiences.

Reviewing the thesis statement and contributions presented in Chapter 1, three main themes
emerge:

• Evaluations of User Experience – The results of surveys and user studies that identify
how users make decisions about how they will use multimodal interaction techniques.

• Factors of Social Acceptability – The independent factors that influence individuals’
decisions about the social acceptability of multimodal interaction.

• Methodology – The application and verification of the approach to performative user
experience proposed by this thesis.

6.1 Evaluating User Experience, Performative Interaction, and
Social Acceptability

The gesture survey study using video prototypes, presented in Section 3.2, demonstrated that
device-based gestures were significantly more acceptable than body-based ones. Because these
interactions display the device and demonstrate the purpose of the interaction as part of a
mobile interface, these actions are less likely to be misunderstood by spectators and give per-
formers greater confidence in their interactions. The ability of interactions to demonstrate the
purpose of the action as part an interaction plays a significant role in the acceptability of that
interaction.

The on-the-street user study, described in Section 3.3, demonstrated some of the reasons why
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users accept or reject multimodal interaction techniques. One of the most commonly discussed
reasons for enjoying gesture-based interaction was that these actions appeared or felt similar
to everyday actions. For example, participants described how foot tapping was highly ac-
ceptable because this is an action which already occurs in everyday life. Participants also
described how actions with a mobile phone could be metaphorically similar to everyday ac-
tions. For example, one participant described how shaking the phone was acceptable because
it was similar to shaking a bottle of juice. The ability for interactions to mimic everyday life
should be considered when designing new interactions for mobile phones to increase possible
acceptance.

One of the most commonly discussed reasons for disliking gesture-based interaction was that
some of the actions were highly noticeable or attention seeking. Gestures which were likely to
attract unwanted attention or to be misunderstood by spectators were generally unacceptable.
For example, participants described how actions that did not have a clear purpose, such as
shoulder tapping, were likely to attract the attention of spectators. This rationale for disliking
gestures brings up the point that performance is not always desirable, where users also want
to hide their interactions.

The in situ user study of a remote awareness application, described in Section 4.2, demon-
strated how users fluidly switched between highly performative interactions to more subtle
or hidden interactions based on location. Because the MuMo application supported extrava-
gant and subtle interactions equally, participants employed both of these styles of performance
during the course of the study unprompted. This highlights the importance of incorporating
flexibility into recognition classes so that users can perform the same gestures but adjust the
appearance and size of the performance based on their current context. Designers should
specifically seek out interactions that afford tailoring and customisation to support this kind
of flexibility. In some situations, users might enjoy or desire more performative experiences
and this should be supported just as much as smaller more subtle interactions.

The focus group study that explored gesture and voice-based interaction, described in Section
4.3, looked at a wider set of interaction techniques than the previous studies. These focus
groups evaluated the acceptance of gesture and voice-based interactions organised into seven
categories. The results of this study demonstrated that arbitrary gestures (Nespoulous et al.,
1986), or those gestures that do not have an immediately clear meaning outside of the context
of speech, are significantly less acceptable than device, body, and emblematic gesture (Kendon,
1997) interaction. Because arbitrary gestures lack a clear meaning, they are more likely to be
misunderstood by spectators and users found these interactions relatively unacceptable in
public places. Similarly, non-speech interactions, which might not have a clear meaning for
spectators, were significantly less acceptable than command-based speech interactions. Multi-
modal input that was likely to attract unwanted attention or unwanted reactions from specta-
tors were relatively unacceptable as compared to interactions with more legible intentions or
meanings. These focus groups also demonstrated three approaches that users employed when
placing interactions into a usability context: relationship to the device, personal meaning, and
relationship to functionality. Participants used these approaches to make sense of how the
interactions would work and imagine how they could incorporate these interaction into their
everyday lives. Although participants did not always consider each of these concerns, de-
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signs of multimodal interfaces should specifically incorporate ideas relating to each approach
in order to appeal to a wider audience of users and gain greater acceptance.

The longitudinal study of the Mo!Games Application, described in Section 5.4, demonstrated
how users might actually incorporate multimodal interactions into their everyday lives. This
study demonstrated how user perceptions about the accuracy of different gesture modes greatly
influenced their experiences, even though accuracy rates were not significantly different be-
tween modes. These perceptions of low accuracy are often due to issues such as larger per-
ceived size of movement, isomorphism errors (Williamson, 2006), and lack of familiarity. This
study also demonstrated some of the reasons that participants described for enjoying relatively
unacceptable interactions. These include a greater sense of control, the ability to hide interac-
tions, or simply the novel experience of interactions. These results give designers methods of
encouraging users to adopt new interactions that might otherwise be deemed unacceptable.

6.2 Factors of Social Acceptability

The gesture survey using video prototypes, described in Section 3.2, demonstrated that loca-
tion and audience plays a significant role in gesture interaction acceptance. The most accept-
able location was home and the least acceptable location was driving, closely followed by the
pavement. With respect to audience, the most acceptable was the lack of any audience (alone)
and the least acceptable were strangers. Designers must take this into account when choosing
interactions for an interface, particularly for interfaces that will be used in public locations
or in front of strangers. These situations had significantly lower acceptance rates than others
such as home, workplace, friends or family. The gesture and voice survey, presented in Section
3.4, further explored the issue of audience by looking at how different audiences in the same
locations affected acceptance. These results showed that the presence of familiar others sig-
nificantly increased the acceptability of performing gesture or voice-based interactions, with
large effect sizes in all the locations examined in this survey. This indicates that the develop-
ment of social or collaborative interfaces, where users must interact together, could exploit the
presence of familiar audiences to encourage more performative and expressive interactions.

The focus group study using a variety of experience prototypes, presented in Section 4.3,
demonstrated that users from different age groups had significantly different preferences based
on their initial reactions to multimodal interaction techniques. Notably, participants from the
older user groups (70-95) found emblematic gestures significantly more acceptable and device-
based gestures significantly less acceptable than participants from the younger user groups
(18-30). These differing preferences are explained by the differing approaches used by partic-
ipants when placing these interactions into context. Participants from the older user groups
often focused on personal meanings before placing interactions into a usability context. Be-
cause emblematic gestures have easily identifiable meanings, these were more acceptable for
participants in the older user groups and more easily made sense of as part of a mobile in-
terface. In contrast, participants from the younger user groups often focused on the device
itself or how the interaction might be used in a scenario before considering meaning. This
explains the preference for device-based interactions because these younger user groups often
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considered interaction to be focused around the device itself.

The effect of culture on social acceptability is also explored in this thesis in a series of stud-
ies concurrently in Glasgow and Bangalore. The cross-cultural focus group study, presented
in Section 5.3, demonstrates how the differing initial preferences for multimodal interaction
techniques are driven by the same underlying motivations. For example, the motivation to
interact without attracting unwanted attention was present in both cultures, but expressed
differently and led to different preferences. In Glasgow, this motivation was expressed as the
desire to perform subtle or hidden actions such as gazing with the eyes or belt tapping. In Ban-
galore, this motivation was expressed as the desire not to disturb others with preferences for
voice-based interactions. Participants in Bangalore had significantly lower rejection rates for
voice-based interactions because these actions were not considered disruptive to others in that
cultural context. Participants in Glasgow had significantly higher rejection rates for emblem-
atic gestures because these would be difficult to perform surreptitiously due to their highly
iconic, recognisable nature. However, even though participants had differing initial prefer-
ences, they showed more similarities than differences when placing interactions into context.
Participants from both cultural settings considered how interactions should work relative to
the device, how commonly used functionalities could be made more accessible, and how inter-
actions could be continuous or discrete in different applications. The longitudinal deployment
of the Mo!Games application, described in Section 5.4, confirms this finding by demonstrating
that although users had differing initial preferences, their perceptions about how the interac-
tions worked in everyday life and their methods of incorporating those interactions were very
similar. These results highlight the value of completing early evaluations of social acceptabil-
ity to determine initial preferences for users in different social or cultural groups to increase
the acceptance of those interaction techniques.

6.3 Approach to User Experience and Social Acceptability

This thesis proposes a performative perspective on user experience with theoretical roots in
phenomenology, a mixed-methods approach to user studies, and analysis techniques based
on dramaturgical metaphors. The effectiveness of this methodology is demonstrated through
a variety of studies the build on each other with increasing depth and complexity. The survey
study that used video prototypes for the evaluation of social acceptability, described in Section
3.2 was verified by the on-the-street study, described in Section 3.3. Even though respondents
in the gesture survey did not have the opportunity to perform the gestures in real world set-
tings, the rankings from that survey were comparable to those found in the on-the-street study.
The cross-cultural focus group study presented in Section 5.3 was verified by the longitudinal
study of the Mo!Games application described in Section 5.4. Again, even though participants
in the focus groups were asked to imagine the experience of performing multimodal inter-
action techniques in public places, the rankings and acceptances from the focus group study
were comparable to those found in the longitudinal study. The completion of low-cost evalu-
ations is a valuable preparation for more sophisticated user studies and deployments.

This thesis demonstrates how evaluations of varying costs can be completed at different stages
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of development depending on the type of data needed and the control over the experience
desired. The use of video prototypes is demonstrated throughout this thesis as a technique
that allows for low cost evaluations of large sets of interaction techniques. Even though users
simply watch the interaction techniques being performed and are asked to imagine how they
would feel performing these in different settings, they are able to provide accurate responses
about the social acceptability of these interaction and participate in detailed discussions about
how these might work in real world settings. Video prototypes were used in both quantitative
studies (Sections 3.2, 3.4) and qualitative studies (Sections 3.3), where the combination of both
approaches (Sections 4.3, 5.3) makes the most of these prototypes.

This thesis also demonstrates how relatively higher cost user studies can be completed at dif-
ferent stages of development. The on-the-street user study, presented in Section 3.3, looked at
acceptance over three usage sessions with a prototype system developed to control the experi-
ence by prompting users and timing gesture repetitions. This user study presented an in depth
qualitative analysis of the early stages of interaction acceptance. The MuMo application, pre-
sented in Section 4.2, allowed users to perform interactions with a fully interactive application
at the early stages of adoption. Although this was a relatively controlled experience, users
had the opportunity to interact with the application in real world settings. The cross-cultural
user study of the Mo!Games application, presented in Section 5.4, was completed entirely in
the wild, where experimenter control over the experience was relatively limited. This repre-
sents one of the highest cost studies presented in this thesis with respect to development and
deployment time required. However, this study revealed a variety of results that could not
have been explored in the previous studies. For example, participants were able to develop
their preferences over time and accuracy, and experience could be evaluated on the move
without an experimenter present. Additionally, participants were able to develop perceptions
that incorporated both technical and social influences. Each of these evaluations demonstrates
how in depth user studies can be completed at different stages of use and with prototype or
deployment systems.

This thesis also demonstrates how the results of user experience studies can be reincorporated
into design at different stages of development and use. For example, the gestures used in the
on-the-street study, presented in Section 3.3, were selected based on the results of the previous
gesture survey presented in Section 3.2. This ensured that the on-the-street study looked at
gestures with a wide distribution of acceptability in order to create very different experiences
for users. Even though these studies examined the early stages of acceptance, results could
be reincorporated into the design of follow-up studies to better target specific questions about
social acceptability. The series of studies demonstrated in Chapter 5 show how the results
of prototype evaluations of social acceptability can lead to the development of a multimodal
interface for use in everyday life. The results of the cross-cultural focus group study, presented
in Section 5.3, are used to guide the design of the deployment application. This allowed for
the informed selection of interaction techniques for deployment and the intentional creation of
both acceptable and unacceptable interactions. Future evaluations of multimodal interactions
could use this approach to select only the most socially acceptable interaction techniques for
development and deployment to save valuable design and implementation resources and lead
to more acceptable interfaces overall.
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6.4 Summary

This thesis lays out a well-grounded framework for completing evaluations of user experi-
ence across a variety of contexts. These are verified by comparing results across evaluations.
Low cost quantitative survey studies using video prototypes are effective for gathering initial
results about the social acceptability of multimodal interactions. Focus group studies, where
participants imagine how interactions should work in real world settings, can effectively pre-
dict how users will incorporate multimodal interaction techniques into their daily lives in a
longitudinal setting. Because surveys and focus groups have a comparatively lower cost to
complete than traditional user studies with working systems, these methods are a valuable
tool that make feasible the evaluation of large sets of interaction techniques at different stages
of the design process.

The techniques presented can be extended and refined for future evaluations of user experi-
ence for performative interactions. Although the focus has been on mobile interactions, these
same methods would be effective for evaluating how new interaction techniques would be
accepted in larger interactive installations. This methodology would also be effective for eval-
uating different aspects of installations that could affect usage. For example, the experience
of performing in front of camera-based systems could lead to different preferences and be-
haviours than performance using inertial systems. Although these issues were not explored
in this thesis, this methodology could also be used to uncover user perceptions about how the
failures of different technologies could lead to embarrassment, or how different technologies
create a different sense of control. Another way this approach could be extended is by incor-
porating personality (John et al., 2008) as an analytical tool to give more depth to the results.

The evaluations presented in this thesis make a significant contribution to the understanding
of how users make decisions about performative interactions in real world settings. This the-
sis also explores how some of the factors of social acceptability such as location, audience,
age, and culture affect how users make decisions about the social acceptability of multimodal
interactions. As technology changes and advances to create new ways of interacting, the eval-
uation of user experience from a performative perspective will help to incorporate these new
interactions successfully into everyday life.
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Appendix A

Surveys

A.1 Gesture Survey

The following gestures were included (in random order in the Gesture Survey.

• Device Whip – Whip-like movement of the device in the hand.

• Device Shake – Shaking the device in the hand, side to side.

• Pocket Tap – Tapping the device (in the pocket) with the hand.

• Device Squeezing – Squeezing the device in the hand.

• Table Tap – Tapping the device (on a table) with the hand.

• Shoulder Tap – Tapping the shoulder with the device.

• Device Rhythm – Shaking the device in the hand up and down with an even rhythm.

• Shoulder Rotation – Rotation of the shoulder forwards and backwards.

• Hand Proximity – Measuring a space between the hands.

• Nose Tap – Tapping the nose with the hand.

• Head Nodding – Nodding the head side to side.

• Shifting Balance – Shifting balance side to side while sitting.

• Wrist Rotation – Rotation of the wrist side to side.

• Clapping – Clapping the hands.

• Foot Tapping – Tapping one foot while sitting or standing.

• Belt Tapping – Tapping the belt with the hand.

• Finger Proximity – Measuring a space between the fingers.
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• Arm Squeezing – Squeezing of the forearm with the opposite hand.

For each gesture respondents were asked to answer the following questions, where respon-
dents could select as many of the possible options as desired.

In which locations would you use this gesture?

⇤ Home

⇤ Pavement or Sidewalk

⇤ While Driving

⇤ As a Passenger on a Bus or Train

⇤ Pub or Restaurant

⇤ Workplace

Who would you perform this gesture in front of?

⇤ Alone

⇤ Partner

⇤ Friends

⇤ Strangers

⇤ Family

A.2 Gesture and Voice Survey

The following gestures were included (in random order) in the Gesture and Voice Survey.

• Device Flicking – Whip-like movement of hand while holding a mobile device.

• Buzzing – Making a buzzing sound.

• Head Nodding – Nodding of the head forward.

• Clicking – Making a clicking sound using the inside of the cheek.

• Hook Finger – Holding the index finger in a hook shape.

• Say “Close” – Saying the word “Close” once.

• Open Palm – Open palm held forward at shoulder level.

• Doo Doo Doo (Ascending Pitch) – Three “Doo” sounds of any ascending pitches.

• Peace Sign – Index and middle finger held up together and in ‘V’ shape.
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• Say “I’m Fine” – Saying the words “I’m Fine” once.

• Shrugging – Lifting of the shoulders.

• Say “Lock” – Saying the word “Lock” once.

• Device Stroking – Stroking the back of a mobile device.

• Popping – Popping sound made with the lips.

• Wrist Rotation – Rotation of the wrist side to side.

• Say “That’s Nice” – Saying the words “That’s Nice” once.

For each gesture participants were asked to answer the following questions, where each ques-
tion included a seven point Likert scale response (Totally Unacceptable, Unacceptable, Slightly
Unacceptable, Neutral, Slightly Acceptable, Acceptable, Totally Acceptable).

How acceptable do you feel it would be to perform this command:

• while on the sidewalk or pavement with strangers;

• while on the sidewalk or pavement with friends;

• while at home with family;

• while at home alone;

• as a passenger on a bus or train with strangers;

• and as a passenger on a bus or train with friends.
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A.3 Existing Practices Survey.
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Appendix B

Video Prototypes

All of the video prototypes can be found at:

http://www.juliericowilliamson.com/thesis
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Appendix C

Interview Questions

C.1 On-the-Street User Study

C.1.1 First Interview

1. In your opinion, how would you define gestures?

2. How do the gestures used today fit with your definition?

3. How did you feel in the lab setting versus the pavement setting?

4. What if you had been part of a group of people?

5. Which gestures did you feel most comfortable performing?

6. Why? How?

7. Which gestures did you feel least comfortable performing?

8. Why? How?

9. Which gestures would you most likely use with a mobile interface?

10. Any others not evaluated today?

11. How did you feel using the SHAKE sensor pack?

C.1.2 Second Interview

1. Which gestures did you feel most comfortable performing?

2. Which gestures did you feel the least comfortable performing?

145



3. How did you feel about performing these gestures for the second time?

4. What was different?

5. How satisfied did you feel about your performance as compared to the first trial? Any
differences?

6. Why?

7. Do you think that using these gestures daily would make a difference in your ideas about
them?

8. After we talked about how these gestures might be applied to an application last week,
were your ideas about these gestures affected?

C.1.3 Third Interview

1. Which gestures were you the most comfortable using?

2. Which gestures were you the least comfortable using?

3. How did you feel performing these gestures for the third time?

4. Over the course of this study, how did you learn to perform these gestures?

5. What did you use mostly? The videos? Your memory?

6. Given that you were allowed to perform the gestures with your own interpretation, how
did you choose the way you would perform gestures?

7. How do you think your performances varied from session to session?

8. Why?

9. If these gestures were implemented for a mobile interface, how would your experience with
these gestures influence your usage of them in the future?

C.2 MuMo User Study

C.2.1 First Interview

1. Why did you choose the objects you chose?

2. Did they help or inhibit control over the visualisation?

3. How easy was it to control the visualisation?

4. What kinds of actions did you use to send bubbles?
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5. What kinds of actions did you use to send movements?

6. What kinds of actions did you use to send happy thoughts?

7. What kinds of actions did you use to send Busy thoughts?

8. Where there any situations where you felt uncomfortable doing these actions?

9. How do you think this would fit into your daily life?

10. What kind of interpretations did you think of while watching the fish tank?

11. How did you imagine the other person controlling the visualisation?

12. So, what were your overall experiences?

13. What were you favourite aspects of this experiment?

14. What were your least favourite aspects of this experiment?

15. Did you do anything differently from the first session to the second session?

16. When you were performing different actions, whom were you mostly thinking about?

C.2.2 Second Interview

1. What did you imagine the other person did to send bubbles?

2. What kinds of actions did you use to send bubbles?

3. What do you imagine your partner performing when sending bubbles?

4. What kinds of actions did you use to send swimming movements?

5. What do you imagine your partner performing when sending swimming movements?

6. What kinds of actions did you use to send happy thoughts?

7. What do you imagine the other

8. What kinds of actions did you use to send Busy thoughts?

9. What were you favourite aspects of this experiment?

10. What were your least favourite aspects of this experiment?

11. Did you do anything differently from the first session to the second session?

12. How would you compare you experiences this time and last time?

13. When you were performing different actions, who were you mostly thinking about?
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14. How did you go about completing the packet? How did you get on with it?

C.3 Mo!Games User Study

1. What was your favourite mode? Why?

2. What was your least favourite mode? Why?

3. Which do you think was the most usable? Why?

4. Which do you think was the least usable? Why?

5. Which locations did you use this system in?

6. How did the different modes work in these locations? What was your experience?

7. Which location was the most comfortable?

8. Which location was the least comfortable?

9. How many voice notes did you leave? How comfortable were you using the voice capabili-
ties?

10. How would you have used this system if it included voice/touch control instead of
touch/voice control?

11. How did you feel about using the external sensor pack?
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Appendix D

Focus Group Schedules

D.1 Adoption Focus Groups

Each session will comprise of three basic sections:

Prototype Trial (30 Mins)

Try out prototypes. Depending on time, this might be just a subset of the prototypes. Any Re-
freshments will be served up at this time. I think having at least some drinks will be beneficial.

Social Acceptance Discussion (30 Mins)

Questions revolving around social acceptance, including asking participants to imagine differ-
ent situations, different audiences, and identifying why they like inputs and what issues they
would imagine.

Take a few minutes to identify at least a top and bottom 5 for both the gestures and voice
inputs. Which inputs did you like the most? Why? Which of these did you like the least?
Why? Of these, which ones do you imagine using in your daily life? Brainstorm some
locations where phones are used. How do you use your mobile phones in these places? What
makes these locations different to you? Thinking of your top 5 and bottom 5, how would you
feel about using these inputs in these locations?

Adoption/Task Discussion (30 Mins)

Brainstorming of tasks, and possibly the presentation of a set of tasks and discussing which
inputs they would use, and why. Perhaps provide a sheet of some kind. Brainstorm a list of
tasks you commonly use on a mobile phone. Which input techniques do you think fit best
with these tasks? Why?

How do you imagine these working? How would they be incorporated in your daily life?
Phone usage?
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For a selected list of tasks (or a predetermined one) discuss usage scenarios (incorporating the
different usage contexts) for 2-3 input techniques. Have paper and markers available if people
want to draw things out.

D.2 Appropriation Focus Groups

Explain worksheets and take 5-10 minutes to complete.

First, rank the interactions from 1 to 50, where 1 is the best and 50 is the worst. Focus on your
top 10 and bottom 10, and fill in the rest time permitting.

The bottom half of this worksheet lists all of the techniques. Cross out any of the techniques
that you would simply not find acceptable in a public setting such as a busy sidewalk.

Now we’ll do some quick activities to get you a little more familiar with these interaction
techniques. As a group, I would like you to organise these cards into groups. You can organise
them in any way you like, in as many groups as you like. Once one categorisation has been
completed, or if real difficulties occur:

- Acceptable/Unacceptable

- What Functionality You Would Use Them For

- What They Mean to You

Interview

Which of these interaction techniques did you find the most acceptable? Why?

Which of these interaction techniques did you find the least acceptable? Why?

Thinking of your top 5 and bottom 5, how would you feel about using these why walking on
the street?

How about while in a meeting or class?

How about while at home?

How about while walking down the sidewalk?

How about at meals?

Scenario Activity

Discuss the following usage scenarios, where each participant will assign 1 or more interaction
techniques to the task, and act out how it should work with some verbal descriptions.

One example of this should be performed by the group leader to get things moving. Think
about the scenarios as a task, an action to complete that task, and a result or some feedback
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that it has been completed. For example, if I’m busy and I want to send a set reply to a text
message, I might snap my fingers or swipe in the air. Then the phone could vibrate or make a
chime to let me know this has been completed. If I was in a meeting, I might choose to squeeze
the phone instead. If I was at home cooking, I might just say a command to the phone if my
hands were busy like “I’m busy, I’ll call you back later.”

For each scenario, go through the following structure:

Select 2 or 3 interaction techniques that you think might work for this task.

Why have you selected the interaction techniques?

How would you choose to perform the interaction technique or change it to better suit the
purpose? Why?

How do you expect it to work? If you do the action, what will the phone do? How would
the scenario change based on different usage scenarios and locations? Home? Work? Outdoor
public place? Indoor public place? In Transit? Why?

Checking Time

Flashlight/Torch

Alarm Setting

Check Messages/Check for Forwards

Looking Through Photos or Text Messages

Silencing Phone

Music Player
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Appendix E

Focus Group Worksheets

E.1 Adoption Focus Groups
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E.2 Appropriation Focus Groups
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